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This book pulls back the curtain to reveal the scale of abuse that women in public
life now receive. It’s a timely and important read into what is driving this horrifying
trend and how we can tackle it.

—Anna Turley, Labour MP

This remarkable book is essential reading for anyone thinking about the bar-
riers to women entering or remaining in public life. The relentless nature of
online abuse, as well as its effects on everyone involved, is depressing reading, but
Dr Watson’s concise analysis makes a significant contribution to our understand-
ing and points towards possible solutions. A really valuable and insightful con-
tribution to one of the most challenging problems so many women face in public
life in the 21st century.

—Nan Sloane, Historian and Political Leadership Trainer

With her unparalleled expertise, a wealth of original empirical material and rich
theoretical awareness, Susan Watson offers a unique insight into this most press-
ing and growing of contemporary problems. Gendered Online Abuse Against
Women in Public Life: More than Just Words is set to have a big impact — among
policy-makers, practitioners, teachers, students and informed readers. I cannot
recommend it highly enough.

—Professor Tim Newburn, London School of Economics

Timely and important, this book provides firm evidence of the nature, extent and

harms of online abuse directed against women in public life. By focusing on how

such abuse impacts not just the safety of women in public life but their freedom,

Watson reveals its full consequences and charts a course for us to combat it —
individually, socially and structurally.

—Fiona Vera-Gray, Co-Director Child and Woman Abuse Studies Unit,

London Metropolitan University
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Chapter One

Introduction: The Problem of Gendered
Abuse in the Online Space

Abstract

Chapter One introduces the themes of the book, before moving on to
demonstrate how the online abuse of women communicated via social
networking sites has increased significantly in recent years (Vera-Gray,
2017), with policy actors slow to respond to the immense change that has
occurred as a result of the way that individuals interact in the digital space
(Jane, 2017a). The chapter highlights how the emerging nature of this
phenomenon has created a policy vacuum, with the lag in institutional
responsiveness leaving victims without adequate protection or recourse
(Jane, 2017a). This chapter also explains why the book focuses solely on
the online experiences of women. Previous research has found that wom-
en’s online experiences are underpinned by misogyny, violence and threat
(Poland, 2016). The gendered characteristics of the online abuse received
by women means that to include men in this investigation would risk
creating a ‘false symmetry between men’s and women’s experiences’
(Krook, 2020, p. 107), whilst also ignoring the very real risks navigated by
women on a daily basis (Lumsden & Morgan, 2017).

Keywords: Online abuse; misogyny; social networking; libertarianism;
populism; public sphere; public facing occupations; trolling

Introduction

The online abuse of women communicated via social networking sites has increased
significantly in recent years (Vera-Gray, 2017), and policy actors have been slow to
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respond to the immense change that has occurred as a result of the way that indi-
viduals interact in the digital space. The emerging nature of these phenomena has
created a policy vacuum, with evidence suggesting that a lag in institutional respon-
siveness leaves victims without adequate protection or recourse (Jane, 2017a).

One area where there is a noticeable dearth in robust investigation is in the
online abuse that occurs in the public sphere, particularly of women who work in
public facing occupations. The huge changes in communication brought about by
the assimilation of social networking sites into everyday life provide the means
for the public to interact directly with individuals in public facing occupations.
However, such engagement is not wholly positive. For whilst it is true that social
networking sites have provided a mechanism for the public to communicate with
those working in the public sphere; whilst also offering feminist and other cam-
paigning groups a useful platform (Banet-Weiser, 2018; Micalizzi, 2021; Weathers
et al., 2016), this has also perpetuated online abuse.

The motivation for this research emanates from the author’s experience of
being a political staffer. Hearing first-hand stories from women holding public
office, of the abuse and threats received as part of their engagement with online
platforms, triggered both a personal concern for colleagues and friends, and an
academic curiosity, which then morphed into scholarship. This concern occurred
alongside a backdrop of increased political violence, horribly articulated by the
assassinations of the Labour MP for Batley and Spen, Jo Cox in June 2016 and
the Conservative MP for Southend West, Sir David Amess, in October 2021. Both
Cox and Amess were murdered whilst holding advice sessions in their constituen-
cies (Jones, 2019; Peele, 2022). The political and personal ramifications of these
deaths continue to reverberate, with Parliamentarians and other public sphere
representatives having to consider their safety and security whenever they are in
public. These two heinous acts have raised awareness of the vulnerability of pub-
lic servants, which frequently extends into the online domain.

However, it is not only politicians who are the target of online abuse. This
research also investigates the experiences of academics, journalists and police
officers. Receiving abuse of this nature is not an uncommon or noteworthy expe-
rience — rather, it has become a routinised part of the mundane communication
exchange that occurs online. Furthermore, this abuse is increasingly difficult to
escape, given the expectation from both employers and the wider public that those
serving in public facing occupations maintain an active social media presence.

Research Context

There is no universally agreed definition of online abuse. However, the definition
provided by Citron (2014, p. 3) is helpful, stating that online abuse ‘involves the
intentional infliction of substantial emotional distress accomplished by online
speech’. Online abuse has been described in various different ways, including
cyber bullying (Wagner, 2019), cyber harassment (Citron, 2014), cyber stalking
(Southworth et al., 2007), doxxing (Lee, 2020), flaming (Jane, 2015), pile-ons
(Thompson & Cover, 2021), swatting (Wu, 2015), trolling (Lumsden & Morgan,
2018) and Zoom bombing (Hernandez, 2020). For simplicity, in this book, these
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various terms are all assimilated into the phrase ‘online abuse’. Where significant
differences between the acts of abuse occur, these are discussed in the text.

The decision to focus solely on the online experiences of women is worthy of
further explanation. Whilst there have been a number of studies focusing on the
online experiences of both men and women in public facing occupations (e.g.
Binns, 2017; Ward & McLoughlin, 2020), there is a robust rationale for excluding
men from this research. Firstly, there is the finding that women’s online experi-
ences are overwhelmingly underpinned by misogyny, violence and threat (Poland,
2016), which is reinforced by a consistent underestimation of the scale of gen-
der-based violence (both physical and virtual) from the (male) academy (Ahmed
& Madrid-Morales, 2021; Walby et al., 2014). Secondly, as is illustrated in both
existing literature and the empirical contributions gathered from participants in
this research, there is a clear link between online abuse, gender-based violence
(Salter, 2017) and the misogynistic aim to silence women’s contributions in the
public sphere (Mantilla, 2015). Whilst men in academia (Veletsianos, 2016),
journalism (particularly sports journalism) (Binns, 2017) and politics' also expe-
rience threats of violence, they do not do so because they are men. Therefore,
the gendered characteristics of the online abuse received by women in the four
occupations selected for closer analysis means that to include men in this sample
would risk creating a ‘false symmetry between men’s and women’s experiences’
(Krook, 2020, p. 107). Furthermore, insisting on a gendered comparison of male
and female experiences risks drawing potentially misleading conclusions, whilst
also ignoring the very real risks navigated by women on a daily basis (Lumsden
& Morgan, 2017). Whilst not universally agreed upon (e.g. Gorrell et al., 2020),
many working in this area would argue that most of the violent and aggressive
online abuse is received by women (Kargar & Rauchfleish, 2019).

There is also a lack of quantitative data regarding the scale of online abuse, as
these figures are not routinely collected. Nevertheless, there is a growing body of
research from organisations such as the United Nations (2015), Amnesty Interna-
tional (2017) and the European Commission (Davidson et al., 2011), all of which
has evidenced the growth in the amount of abuse disseminated online. Research
has frequently been bolstered by high-profile incidents of abuse directed at public
figures, some of which has been so extreme that it has gained significant notori-
ety (e.g. Criado-Perez, 2013; Dewey, 2014; Peele, 2022; Urwin, 2013). The aim
of this research is to investigate the extent to which social networking sites have
perpetuated a permissive climate towards gender-based violence and to identify
and analyse the wider impact that such online abuse can have.

Outline of the Book

This book is organised into nine chapters that fall loosely into two separate parts.
The first part, which consists of Chapters Two to Four, provides a theoretical

'"The review of the literature has failed to find any published work specifically compar-
ing the online abuse of male and female police officers.
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underpinning to the empirical data that follow. By organising the book in this
way, it is possible to gain a broad understanding of the key theories espoused in
the diverse strands of computer-mediated communication, gender-based violence
and the operation of the public sphere. The coalescence of these different theories
is pivotal to the analysis of women’s experiences that follows in the latter part of
the book.

Following this introduction, Chapter Two explores the history of computer-
mediated communication, revealing that when an interdisciplinary lens is adopted,
it is possible to identify a number of theoretical explanations for the abuse that
occurs online. The first scholarly investigations into the nature of technological
communication emerged in the 1980s, straddling the disciplines of social psychol-
ogy, culture and commerce (Jane, 2015). This early assemblage often determined
that abuse in online communication was insignificant, infrequent or a source of
entertainment (Jane 2015), with strong associations with wider libertarian and
freedom of speech campaigns. More recent research has indicated a link between
the hostility that occurs online between politically opposing groups and an
increase in physical violence when parties meet in the offline space (Gallacher
et al., 2021). At the same time, there is growing concern that social networking
sites have increased the immutability of public opinion, with Sunstein’s (2009a)
work on echo chambers and group polarisation underlining the preponderance
of people to adopt more extreme viewpoints or actions when gathered with
others. Pariser (2012) has proposed the complementary theory of filter bubbles,
created when online search engines and social media algorithms only show users
selected content. It has been argued that when combined, echo chambers and
filter bubbles lead to social homogeneity and group polarisation (Edwards, 2013;
Harel et al., 2020), which have been enablers in the rise of political populism of
the sort responsible for the election of Donald Trump in the USA and the Brexit
vote in the UK (Bruns, 2019; Guo, 2020) whilst also being linked with right wing
extremism (Kligler-Vilenchik et al., 2020) and an increase in online abuse (Ozalp
et al., 2020). At the same time, online abuse has also become increasingly hostile
(Founta et al., 2019), frequently containing misogynistic condemnation, threats
and descriptions of sexual violence, moving from an individualistic, discrete
activity, to a more generalised verbal violence that targets the individuals’ per-
sonal or occupational life (Jane, 2015; Rohlinger & Vaccaro, 2021) — something
that is followed up in Chapter Three.

Chapter Three provides a context for the span of behaviours falling within the
definition of gender-based violence, which range from the mundane (Brown &
Walklate, 2011) through to rape and homicide. By introducing the domestic abuse
intervention programme (also known as the Duluth model) (Pence & Paymar,
1993); the continuum of violence (Kelly, 1988); the theory of coercive control
(Stark, 2009) and the theory of cultural violence (Galtung, 1990), this chapter
outlines four theories of gender-based violence that are integral to the under-
standing of gendered online abuse. This theoretical framework, predominantly
associated with the domestic sphere, is then synthesised with theories of the gen-
der-based violence that occurs in public, including workplace sexual harassment
and sexual abuse. The theories introduced in Chapter Three intentionally position
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the issue of gender-based violence at the heart of the book, as it is the history,
threat and manifestation of gender-based violence that situates the investigation
into online abuse in context. This chapter illustrates how gender-based violence,
whether it occurs in the home, the workplace, educational settings or in the street,
serves to emphasise men’s power over women (Stanko, 1990).

Chapter Four opens by providing a definition and description of the composi-
tion of the public sphere, highlighting that whilst women consistently make up
more than half of public sector employees in the UK (Miller, 2009), the number
of women holding senior roles in public facing occupations remains low. The dis-
cussion then moves on to consider the wider role of women in the public sphere
and the challenges commonly faced. The potential consequences of the increased
interaction with the public that has arisen as a result of the centrality of social
media and other online communication mechanisms to the contemporary oper-
ation of the public sphere (Mellado & Hermida, 2021; Terren & Borge-Bravo,
2021) is also considered. In a wide-ranging discussion, this chapter also presents
evidence on emotional labour (Hochschild, 2012) and safety work (Vera-Gray,
2017), which are highlighted as key issues for women in public facing occupations
navigating online abuse. The chapter concludes by bringing together theories of
the public sphere discussed in Chapter Four with the theories of gender-based
violence introduced in Chapter Three, explaining how the two coalesce in the act
of online abuse.

Chapter Five moves the focus of the book into the empirical phase. The chap-
ter presents analysis of the research undertaken to better understand the online
experiences of women working in academia, journalism, policing and politics. In
doing so, it outlines seven pervasive elements of online abuse, which were found
to be present (in whole or in part) in every instance of online abuse. These are
defamation, emotional harm, harassment, threat, silencing women’s voices, belit-
tling and undermining women and the criticism of individuals’ appearance and
other physical characteristics. Each of these seven elements is further analysed
using the empirical evidence provided in the testimony gained from 50 semi-struc-
tured interviews with women serving in public facing occupations. The power of
this testimony comes from the examples and experiences provided by the women
themselves, with an example of each element summarised in Table 1.

The gendered online abuse of women in the public sphere has not been catego-
rised in this way before, particularly in regards to the discussion of defamation
and the criticism of women’s professional probity, honesty and behaviour. The
richness of the interview data is complemented by data drawn from the qualita-
tive analysis of a real-time Twitter data corpus amounting to some 10.4 million
tweets. Taken together, these data provide an insight into the sheer scale of online
abuse occurring on a daily basis.

Chapter Six explores two factors that are specific to online activity within
public sphere occupations: the expectation that those holding positions within
academia, journalism, policing and politics be always accessible online and that
occupational seniority can act as an insulator from abuse, not by preventing per-
nicious communication, but by limiting exposure to it. The chapter then consid-
ers the consequences that can result for both the individual and their organisation
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Table 1.

Empirical Accounts of Abuse Gathered from Interviews.

Element of Online
Abuse

Example from Empirical Research

Defamation

Emotional harm

Harassment

Threat

Silencing women’s
voices

Belittling and
undermining
women

Criticism of
physical
characteristics

[1 receive online abuse ] basically challenging my ethics, or
the way I operate, or... ‘will the [role name ] answer why
she hasn’t done anything about this’, and neglected my duty.
(Karen, Senior Police Officer)

I knew that all that abuse would continue [after the
election] and I was expecting my majority to go down to
a couple of thousand, and I thought they’ll keep coming,
they’ll smell blood and all I used to do was get bullied,
permanently. It was absolutely horrendous. (Phyllis,
Member of Parliament until December 2019)

The people who do it know that they are chasing you to your
very marrow. Everything you do, they are chasing you all
the time and never leaving you alone. And the ‘pile-ons’, in
inverted commas, are exactly designed to make an individual
feel persecuted and overwhelmed. There’s no question in my
mind about that. Then when they think they’ve done their
Jjob, they back away. (Patricia, Member of Parliament
until December 2019)

Somebody messaged me and said, it serves you right if
your daughter gets raped in front of you. They made that
physical threat to me and to my family. (Agita, Member of
the House of Lords)

I think a lot of what they do is to try and discourage you
from doing the kind of reporting you do, rather than...

I don’t know, they may be personal in the stuff they say.
Ultimately what they’re trying to do is discourage you from
covering the topic which is criticising them. (Linda,
UK-based journalist)

We don’t see this as a new phenomenon, it’s just the newest
iteration of an old phenomenon, all those things that
continue to undermine and weaken women’s protection

in the physical space from violence and domestic partner
violence, intimate partner violence, street violence, all of
that, all those things are still at play in the digital world.
(Helen, Academic based in the USA)

When pictures have been taken of me in Downing Street
they try and zoom in on my badge and try and catch you
out to see if you've exposed something that you shouldn’t
expose, either about your body or the post. (Sarah, Senior
Police Officer)
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when they are targeted for online abuse. The chapter then identifies the elements
specific to public facing occupations that make a sustained onslaught of online
abuse particularly problematic. The chapter concludes by discussing the various
benefits accrued from maintaining an online presence, highlighting why advising
women to simply abandon their professional online activity is neither a realistic
nor acceptable solution to online abuse.

Chapter Seven provides a topical overview of the policy landscape on
gender-based violence and online abuse, assessing the numerous developments
that have been proposed in this area. Policies have frequently been introduced
on a sporadic basis, often emerging in response to public pressure; or, as Walby
et al. (2014, p. 188) have vividly described (with reference to Jimmy Saville and
Dominic Kahn), as a response ‘to the violence that emerges into public view in the
form of “scandals”, when some famous man is accused of perpetrating gendered
violence’. In the UK, in common with many other jurisdictions, there has been
the lack of a comprehensive or structural approach to addressing online abuse.
Consequently, Chapter Seven considers the emerging impact of the Online Safety
Act which was finally entered into statute in October 2023; comparing the policy
and legislative regime in the UK with other countries, highlighting the bifurcation
in approach, with some places likely to prove better locations for women to work
in public facing occupations than others, with the UK and USA being rapidly
overtaken by more progressive online environments.

Chapter Eight presents a series of policy recommendations to tackle online
abuse. These recommendations have been organised into a series of actions at
an individual, organisational, legislative and structural level, reflecting a synergy
with the levels at which the impacts of online abuse occur.

Chapter Nine brings together the various strands of the preceding chapters in
order to summarise the content and consequences of the online abuse of women
serving in the public sphere. The chapter revisits the seven elements of online
abuse in order to further demonstrate how online abuse directed at women is
misogynistic, frequently includes violent threats and dismisses women’s contribu-
tions to online discussions. The chapter will emphasise how online abuse varies by
occupation, with police officers most likely to receive abuse that denigrates their
ability or appearance; politicians and journalists more likely to receive violent
threats, and academics receiving abuse of all types. The chapter will also discuss
how the consequences of abuse are felt at an individual, organisational and struc-
tural level, having a malign impact on women’s contributions to public life in mul-
tiple ways, before revisiting the policy recommendations at the same three levels.

Finally, consideration will be given to the weaknesses of the research, its gen-
eralisability and the potential for further work in this area moving forwards.
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Chapter Two

Charting the History of Abuse in
Computer-mediated Communication

Abstract

This chapter explores the history of computer-mediated communication,
revealing that when an interdisciplinary lens is adopted, it is possible to
identify a number of theoretical explanations for the abuse that occurs
online. The interdisciplinary underpinning to these theoretical explanations
is unpacked, moving from the libertarian ideals that were influential in the
early analysis of abuse in computer-mediated communication; through to
the polarisation of public opinion in the present day. The persistent thread
of misogyny that has been present in all stages of the development of the
online space is also investigated.

Keywords: Computer-mediated communication; online abuse; filter
bubbles; echo chambers; misogyny; libertarianism; freedom of speech

Introduction

This chapter explores the history of computer-mediated communication and con-
siders how different theoretical perspectives have evolved over time in order to
identify a range of different explanations for online abuse. Much of the scholar-
ship in this area has been presented in a way that is discipline-specific, however,
remaining in these disciplinary silos can create obstacles in understanding how
online abuse proliferates. However, by adopting an interdisciplinary lens, it is pos-
sible to identify a number of theoretical explanations for the abuse that occurs
online. The creation of Web 2.0 at the beginning of the 21st century (Blank &
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Reisdorf, 2012; Herring, 2013) turned previously static web pages into virtual
environments where users can interact with and contribute to the production of
content and enabled the creation of social networking sites such as Twitter' and
Facebook.

The History of Computer-mediated Communication

The first scholarly investigations into the nature of online interactions emerged
in the 1980s, straddling the disciplines of social psychology, culture and com-
merce (Jane, 2015). This early assemblage largely determined that abuse in this
form of communication was insignificant, infrequent or a source of entertain-
ment (Jane, 2015), with strong associations with wider libertarian and freedom of
speech campaigns. Broader research in this area can be traced back to the 1960s.
During this decade, a significant shift occurred in the use of and attitude towards
computers, as they became tools of communication rather than simple calcula-
tion machines (Abbate, 2000). Joseph Licklider, a psychologist and academic who
was pivotal to technological developments in this period, due to his work on the
human-computer relationship (Naughton, 1999), first described (what we would
now recognise as) the internet as an ‘intergalactic network’ (Rheingold, 2000b,
p- 151) in 1965 when his work at the Massachusetts Institute of Technology
(MIT) convinced him that computing technology could be used to improve peo-
ple’s lives by broadening the opportunities for increasing knowledge and auto-
mating routine tasks (Naughton, 1999). Licklider was a founder (and funder)
of ARPANET, the predecessor of the internet, described as ‘the world’s oldest
computer mediated communication network’ (Lea, 1992, p. 90). ARPANET was
created by the US Defence Department in 1958, when innovative cooperation
between the military and academia (Abbate, 2000) precipitated by the Cold War,
led to a huge investment in the development of innovative technology by the US
military (Wessels, 2010). ARPANET was developed specifically to decentralise
command and control functions in the event of a nuclear attack (Wolfson, 2014),
a concept that underpins the technical development of the internet; whilst Lick-
lider’s own innovations in the mechanisation of spoken language systems have
directly influenced the development of contemporary technologies including
Apple’s Siri and Amazon’s Alexa (Errity, 2016).

By the 1980s, ARPANET had developed to such an extent that bulletin boards
and similar recognisable forms of computer-mediated communication began to
emerge (Rheingold, 2000b). The myriad groupings that evolved as a consequence
of the developments during this period were often described as ‘communities’
based upon their ability to bring together people from across the world using very
rudimentary hardware (Naughton, 1999). The earliest of these, The WELL (The
Whole Earth ‘Lectronic Link’) launched in 1985 in Sausalito, California. With

"Twitter was renamed X following its takeover by Elon Musk in October 2022.
However, as the majority of scholarship in this area uses the company’s former name,
X will be referred to as Twitter throughout.



Charting the History of Abuse in Computer-mediated Communication 11

founders who were previously part of the Haight-Ashbury hippie community
of the 1960s and 1970s (Rheingold, 2000a), named by Steve Jobs as his ‘biggest
influence’ (Edwards, 2017, p. 26), The WELL is one of the world’s longest contin-
uously operating virtual communities (Edosomwan et al., 2011). It was unique at
the time of its inception because it offered the opportunity for strangers to meet
and connect with one another using text-based communication, organised into
a series of groups (called ‘chapters’) on a wide range of topics (The Well, 2019).
The multiplicity of sociological investigations that took place during the latter
half of the 20th century was known as ‘technological determinism’, with technol-
ogy viewed as a ‘separate sphere, developing independently of society, follow-
ing its own autonomous logic, and then having effects on society’ (MacKenzie &
Wajcman, 1999, p. xiv). To compartmentalise the growth of computer-mediated
communication in this way is unhelpful, as it ignores the social and political
implications of technology, and the vital role played by context (Spears & Lea,
1992). For despite early assertions that computer-mediated communication pro-
vided a neutral domain (van Dijk, 2013), it is now widely agreed that online activ-
ity is imbued with complex values (Beer, 2019) that are embedded in the social
and historical contexts in which they are located (Dahlberg, 2007; Wessels, 2010).

Cyber Psychology

In 1951, Harvard Social Psychologist Robert F. Bales presented a theoretical
explanation for the social elements underlying group behaviour (Spears & Lea,
1992), the antecedents of which would eventually evolve into cyberpsychology.
Bales asserted that the social elements of group behaviour are defined in terms
of the functional social roles that are held by individuals and the interactions
between them (Bales et al., 1951). This work also provides an early example of
interdisciplinarity, spanning as it does the boundaries of sociology, social anthro-
pology, social psychology and psychology. Of interest when considering the
future development of social networking sites is Bales’ belief that the self is a
social object engaged in social interaction that may occur in the past, present or
future. Furthermore, Bales proposes that maintaining social and cognitive sup-
port within a group is an interactive and shared responsibility between partici-
pants and that the social processes that occur within groups reflect the underlying
personalities, social systems and cultures that are in operation. The notion that
group culture, which arises as a consequence of the behaviour of small groups,
can provide a solution to the functional problems of interaction (Bales et al.,
1951), reflects work undertaken half a century later, which explored the benefit
derived from the membership of online communities (Finegold & Cooke, 2006).

As technical advancement hastened during the final decade of the 20th cen-
tury, the discrete discipline of cyberpsychology emerged. The discipline began
by building upon theories of social anonymity that originated in the 1960s and
applying the notable traits that are recognisable today in internet technologies.
These traits are that communication is asynchronous (Kirwan, 2016), can be
undertaken anonymously (Christopherson, 2007) and has an absence of visual
and auditory cues (Connolly, 2016). This discovery led to the development of
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two fundamental — but contradictory — theories. The equalisation hypothesis
(Dubrovsky et al., 1991) and the social identity model of deinviduation effects
emerged a little later (Postmes et al., 2002).

The equalisation hypothesis takes a largely positive view of computer-
mediated communication. It asserts that the absence of social cues, which is a
characteristic of online interactions, removes stereotypes (Connolly, 2016) and
reduces differences in social status (Dubrovsky et al., 1991), making communica-
tion more equal. Dubrovsky et al. (1991) compared the differences in face-to-face
and virtual exchanges that took place between individuals in asymmetrical power
relationships, discovering that the absence of social cues reduced differences in
status and made interactions more equal. The central findings of this research
have been echoed by more recent investigations into how the absence of visual
cues, anonymity and asynchronous communication offered by the internet can
have positive benefits, such as giving more power to members of marginalised
communities and freeing people from their traditional social roles (Christopher-
son, 2007). This builds upon earlier research by Rutter undertaken in 1987 into
telephone communication, which found that the absence of social cues may actu-
ally increase the level of intimacy between individuals.

Similarly, research undertaken with LGBTQ+ communities has found that the
disembodied nature of the internet offers individuals the chance to express their
sexuality and gender in different ways, whilst simultaneously challenging the mas-
culine and heteronormative approaches traditionally associated with technology
(Karl, 2007).

In the latter part of the 20th century, the social identity model of deindividu-
ation effects (SIDE) was developed further, to take account of advancements in
computer-mediated communication and to explore how the theory related to
online behaviour. Postmes et al. (2002) undertook a two-phase study in order to
compare the effect of depersonalisation that occurs within computer-mediated
communication. This study investigated communication between 24 groups from
around the world, finding that the use of stereotypes was more prevalent amongst
the anonymised participants, thereby contradicting the equalisation hypothesis
advocated by Dubrovsky (1991) and others.

Results from the SIDE theory reveal that online communication can encour-
age anti-social behaviour and perpetuate negative social norms (Christopherson,
2007). A further text-matching study undertaken by Moore et al. (2012) found
that anonymity in online forums was more closely linked with negative posts and
established a link between anonymity and online abuse.

This finding complemented similar research that found that women are treated
differently online (Herring, 1996). This study builds upon an experiment under-
taken by Matheson (1992), which found that when an individual’s gender was
apparent in online interactions, gender stereotypes were maintained, with women
perceived as compliant and men as more aggressive.

Whichever of the myriad of cyber psychological explanations proffered for
abusive behaviour is adopted, it is widely agreed that there has been a significant
increase in online abuse over the last 20 years. The growth in the popularity of
social networking sites since the early 2000s has seen pejorative behaviour escalate
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exponentially (Sohn et al., 2019). In addition, the expansion of the internet into
all parts of everyday life (Kutis, 2014) has seen the perpetuation of abuse evolve
from being a discrete online activity, to a more generalised verbal violence that
targets the individuals’ personal and occupational life (Jane, 2015; Rohlinger &
Vaccaro, 2021).

Cyber Libertarianism

Those devising the technologies underpinning the early internet were often driven
by a desire to build a communications network free from bureaucratic and hierar-
chical constraints (Wessels, 2010), influenced by the social changes and counter-
cultural movements of the 1960s (Turner, 2006).

There was a belief that the advent of new communication platforms would
herald a revitalisation in ideas of freedom of speech and democracy, enabling eve-
ryone to participate (Balkin, 2004; Taylor-Smith & Smith, 2019), with some going
so far as to advocate complete anarchy online, with no constraints on behaviour
whatsoever (Herring et al., 2002). This philosophy was famously summed up by
technology journalist John Perry Barlow (1996, p. 6):

We are creating a world that all may enter without privilege or
prejudice accorded by race, economic power, military force, or sta-
tion of birth. We are creating a world where anyone, anywhere
may express his or her beliefs, no matter how singular, without fear
of being coerced into silence or conformity.

Nevertheless, at the same time as Barlow and other cyber libertarians were
advocating a community without limits (Kutis, 2014), the US government was
co-ordinating the establishment of protocols and technical standards that were to
influence the way that data would be used on the various electronic networks that
were emerging (Pohle & Voelsen, 2022). This illustrates the abiding dichotomy
between freedom and control that remains across all forms of computer-mediated
communication, where the anti-establishment mores of the hippy generation have
coexisted in parallel with the neoliberal free market underpinnings of the big
tech firms. This polarity was further entrenched by the Clinton Administration
in the 1990s, when ARPANET and the National Science Foundation Network
(NSFNET), which together managed these early electronic networks (Radu,
2019) were privatised (Pohle & Voelsen, 2022). It was this policy decision by the
US government that transformed the virtual communities imbued with counter-
cultural beliefs into the bulwarks of free market capitalism (Dahlberg, 2007) that
exist today.

After a brief decline in the popularity of cyber libertarianism in the early
2000s (Dahlberg, 2007), largely prompted by the growth in the involvement of
the private sector; the introduction of Web 2.0 and the emergence of large tech
corporations such as Facebook, Google and Twitter (Pohle & Voelsen, 2022) led
to a resurgence in cyber libertarianism. Supporters of neo-liberalism have used
the online space particularly effectively, evolving from small groupings to become
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part of mainstream online activity as a distinct movement — the Alternative
Right, or Alt-Right (Massanari, 2018). The Alt-Right have become particularly
prominent since Donald Trump was first elected President in 2016 (Nagle, 2017),
where they popularised use of the discussion-based websites 4chan and 8chan in
order to reach over seven million users (Bernstein et al., 2011). The extent of the
Alt-Right has since spread further, to platforms including Reddit and Facebook
(Massanari, 2018).

The amorphous groupings that typify the Alt-Right are difficult to define, as
they hold widely differing views, with pronouncements tending to centre on issues
around race, sexuality and gender (Wendling, 2018). Others have asserted that the
Alt-Right, rather than being a neo-Liberal grouping, are ‘a polished, technologi-
cally adept strand of the far-right’ (Koulouris, 2018, p. 750), a sentiment shared
by Gallacher et al. (2021).

Whilst the Alt-Right are probably the most well-known of the various online
libertarian political movements, there are also libertarian groups that emanate
from the left of the political spectrum (Beltramini, 2020; Fuchs, 2020), as well as
looser political groupings that focus on single-issue campaigns (Lance Bennett &
Toft, 2009).

However, despite the resilience of these libertarian ideas, the most recent
literature on the influence of cyber libertarianism in the development of computer-
mediated communication has taken a slightly more sceptical view. Work by
Mainwaring (2020) proposes that rather than promulgating the influence of lib-
ertarian ideologies within nation states, the internet instead centralises author-
ity amongst state actors. This suggests that rather than the familiar imagery of
the internet as a “Wild West’, where criminality and insurrection abound, there
is instead a sophisticated system of control over many aspects of computer-
mediated communication (Herrera, 2016), orchestrated by the actions of a com-
plex mix of governments, transnational organisations and private corporations
(Papacharissi, 2009; Puschmann, 2019).

Despite this divergence in perspectives, the primacy of cyber libertarianism
has contributed to a growth in racist and misogynist behaviour within these tech-
nologies (Coleman, 2012). In many instances, a commitment to libertarian prin-
ciples on the internet does not offer ‘democratic, placeless cyberspaces... in which
a worldwide repository of alternative propositions could be found’ (Evans, 2013,
p. 82). Instead, computer-mediated communication has facilitated the widespread
dissemination of abusive, hurtful and vicious speech directed at users of the inter-
net, undertaken under the guise of freedom of expression (Herring et al., 2002).
This activity has historically been described as ‘flaming’.

Flaming

Flaming emerged at the end of the 20th century (e.g. Gurak, 1995; Loader, 1997),
describing ‘hostile and aggressive interactions via text-based computer mediated
communication’ (O’Sullivan & Flanagin, 2003, p. 69).

Early scholarship in this area asserts that abuse in online interaction is insignif-
icant and harmless (Suler & Phillips, 1998), advocating that instances of flaming
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serve to build group identity, are infrequent and are a source of entertainment
(Jane, 2015). In the 1980s, uninhibited behaviour in online communities was often
seen as little more than an expression of the computer subculture (Lea, 1992),
which at the time was frequently described as little more than adolescent:

Pranks, tricks and games are benignly tolerated when not actually
encouraged. People are often impolite, unconventional, adventur-
ous and irreverent. Mild larceny, such as faking accounts, breaking
codes, stealing time, and copying proprietary software, is admired
if not rewarded explicitly (Dubrovsky et al., 1986, p. 315).

Occupational culture of the 1990s upheld the belief that abuse in online inter-
actions was insignificant, arguing that instances of flaming served to build group
identity, were infrequent or provided a source of entertainment (Jane, 2015).
Whilst this culture developed when the internet was in putative form, by ignor-
ing and downplaying episodes of noxious interaction from the outset (or even
denying its very existence), it reveals that the issue of online abuse has never been
taken seriously.

In addition, the prevailing view at the time (Trottier & Fuchs, 2015; Wessels,
2010) was that flaming was integral to notions of freedom of speech (O’Neill,
2011; Rossini, 2021) and, therefore, that any attempt to regulate or limit
computer-mediated communication would be a hugely retrograde step for indi-
vidual liberty.

The perseverance of the libertarian theories that permit and even encourage
flaming (Herring et al., 2002) has led to a situation where the issue of online abuse
is all too frequently ignored (Jane, 2014a). For whilst the issue of flaming was
once confined to the activities of fringe social movements such as ‘Anonymous’,
who have as their aim ‘to enable the free flow of ideas and communication without
fear of third-party interception, monitoring, intimidation or coercion’ (Trottier &
Fuchs, 2015, p. 90); this is no longer the case. There is evidence that the Anony-
mous collective of individuals frequently — and randomly — targets individuals for
abuse and harassment (Trottier & Fuchs, 2015), much of it misogynistic (Jane,
2017a). The random nature of this kind of abuse is important, as it has been sug-
gested that for many individuals engaged in trolling, ‘flamers or bullies may not
see their “victims” as people but lines of text’ (Tagg, 2015, p. 86).

The presence of abuse across multiple social media platforms has been intrin-
sically tied to a growth in political populism. Political populism — the view that
‘political power rests with “the people” and not elites’ (Norris & Inglehart, 2018,
p. 5) — has become a feature of political campaigns in many countries across
the world (Khosravinik, 2017). The phenomenon has occurred on both the
right and the left of the political spectrum, leading to the election of Donald
Trump — twice — in the USA, the Brexit vote in the UK and a surge in the popu-
larity of populist figures such as Bernie Sanders and Jeremy Corbyn (Gerbaudo,
2018). For whilst social media has not caused political populism, the manner in
which it operates clearly sustains it (Khosravinik, 2017), providing a means for
populist parties such as Reform (in Great Britain) and Podemos (in Spain) to
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appeal to large groups of voters. Furthermore, where political populism is in the
ascendancy, the online abuse of women politicians in particular is especially acute.

Echo Chambers and Filter Bubbles

In behaviour that frequently occurs as a part of a wider political populism, the
most contemporary research has indicated a link between the hostility that is
frequently a hallmark of online engagement between politically opposing groups
and an increase in physical violence when these two sides meet in the offline space
(Gallacher et al., 2021). At the same time, there is growing concern that social
networking sites have increased the immutability of public opinion, providing
a further illustration of the coalescence between social media activity and the
growth in political populism. The twin theories of echo chambers and filter bub-
bles exemplify the development of this concern. Sunstein’s (2009a) work on echo
chambers and group polarisation highlights the preponderance of people to
adopt more extreme opinions or actions when gathered with others who share
similar views. The coming together of diverse groups of electors, who on the face
of it share very little except the fact that they are ‘both digitally connected and
politically disgruntled’ (Gerbaudo, 2018, p. 748), has been facilitated by the for-
mation of echo chambers, which are created when the algorithms that underpin
technology bring groups of people with similar views together by controlling the
content that they see. Whilst it could be argued that choosing to seek out people
with shared opinions is not unreasonable, what is causing concern is that this is
being done deliberately for commercial gain (Khosravinik, 2017). Moreover, the
creation of echo chambers frequently occurs without individuals being aware that
their news feeds and other social media content is being orchestrated in this way,
with priority being given to presenting information that is likely to be popular
with a large number of people, rather than purely based on fact (Khosravinik,
2017). At the same time as this commercial selection of information is being dif-
fused across different echo chambers, there has also been a growth in the promul-
gation of echo chambers by politicians and political movements, who have used
sophisticated tools to segment the online space and target particular groups of
voters to receive key electoral messages and attack adverts against their oppo-
nents. This was particularly prevalent in the 2016 Presidential campaign when the
Trump campaign are believed to have spent in the region of $1 million per day
on targeted online content in the last month of the campaign (Winston, 2016).

Work by Garimella et al. (2018, p. 219) has further highlighted the threat to
political discourse posed by echo chambers, stating that ‘there is growing concern
that, as citizens become more polarised about political issues, they do not hear
the arguments of the opposite side, but are rather surrounded by people and news
sources who express only opinions they agree with’.

Along with the theory of echo chambers, Pariser (2012) has proposed the com-
plementary theory of filter bubbles. Filter bubbles are created when online search
engines and social networking sites use individuals’ personal data to inform their
algorithms, and in turn, algorithms then select the content that the platforms
believe that they are most interested in (Khosravinik, 2017). The widespread
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manipulation of user data in this way has been described as ‘surveillance capital-
ism’ (Zuboff, 2015, p. 75) and has proven hugely financially lucrative for the big
tech firms, whilst, at the same time, securing their dominance in the online space.
It has been argued that when combined, echo chambers and filter bubbles create
social homogeneity and group polarisation (Edwards, 2013; Harel et al., 2020).
Taken together, these two processes have been enablers in the growth of politi-
cal populism around the world (Bruns, 2019; Guo et al., 2020) whilst also being
linked with right wing extremism (Kligler-Vilenchik et al., 2020) and the increase
in online abuse (Ozalp et al., 2020). A notable example of the symbiotic relation-
ship between echo chambers, filter bubbles, political populism and online abuse is
provided in the study of Gamergate. In an event which has since become notori-
ous, Gamergate occurred between 2014 and 2015. It involved the online release of
the personal details of many women working in and writing about the computer
gaming industry in the USA. This information was released deliberately and with
malicious intent (now commonly described as ‘doxxing’) (Salter, 2018), for the
purposes of harassment (Suzor et al., 2019). The event ultimately culminated in
numerous misogynistic death threats and threats of sexual violence, with evidence
that the main protagonists went on to form the alt-right networks behind 4chan
and 8chan (Romano, 2020) that provided foundational support for the election of
Donald Trump (Gerbaudo, 2018).

Conclusion

This chapter provides an interdisciplinary overview of the development of
computer-mediated communication and the emergence of online abuse. In doing
so, it has identified four contributing theories for the phenomenon, each of which
contributes to the promulgation of online abuse: cyber psychology; cyber liber-
tarianism; flaming and echo chambers and filter bubbles. When taken together,
these different theoretical perspectives form a negative symbiotic relationship
which further disseminates online hate.

In Chapter Three, a similar approach will be taken in order to consider the
development of theories around gender-based violence in order to assess what
this reveals about the dissemination of online abuse.
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Chapter Three

Exploring Theories of Gender-based
Violence

Abstract

This chapter provides a context for the span of behaviours falling within
the definition of gender-based violence, which range from the mundane
(Brown & Walklate, 2011) through to rape and homicide. By introduc-
ing the domestic abuse intervention programme (DAIP) (also known as
the Duluth model) (Pence & Paymar, 1993), the continuum of violence
(Kelly, 1988), the theory of coercive control (Stark, 2009) and the theory
of cultural violence (Galtung, 1990), this chapter outlines four theories
of gender-based violence that are integral to the understanding of gen-
dered online abuse. This theoretical framework, predominantly associ-
ated with the domestic sphere, is then synthesised with theories of the
gender-based violence that occurs in public, including workplace sexual
harassment and sexual abuse. The theories introduced in this chapter
position the issue of gender-based violence at the heart of the book, as
it is the history, threat and manifestation of gender-based violence that
situates the investigation into online abuse in context. This chapter illus-
trates how gender-based violence serves to emphasise men’s power over
women (Stanko, 1990).

Keywords: Gender-based violence; Duluth model; coercive control;
continuum of violence; cultural violence; second wave feminism;
intersectionality
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Introduction

The term ‘gender-based violence’ has been adopted by public sector bodies and
private sector organisations to describe a range of harmful behaviours perpe-
trated against women (Morales-Campos et al., 2009). The definition is delib-
erately broad in scope, recognising that these acts of violence are carried out
within a variety of interpersonal relationships (or none), and by a range of
perpetrators. Connections typically refer to domestic partners but can also be
applied to parents, children and other family members or acquaintances and are
certainly wider than the ‘battered wives’ first described by Dobash and Dobash
(1980, p. 15).

However, irrespective of the relationship between the perpetrator and the
victim, the type of behaviours falling within the description of gender-based
violence ranges from the ‘mundane and everyday’ (Brown & Walklate, 2011, p. 7)
through to rape and homicide.

The emergence of gender-based violence as a discrete topic for academic
investigation is relatively new, dating back some 40 years. Similarly, whilst Mill
(1992) highlighted the subjugation of women by their husbands back in 1869,
an issue that was also identified by the first-wave feminists of the 19th century
(Mooney, 2000), it was not until the emergence of feminist activism in the 1970s
in the UK and the USA that the true scale and nature of gendered violence was
brought to public attention (Stanko, 1988). In response, the criminal justice
system slowly began to prosecute perpetrators of domestic abuse although it
took until the end of the 20th century for the issue to be properly recognised
(Holt et al., 2018).

Theorising Gender-based Violence

An early attempt at categorising the behaviours commonly found in incidents of
gender-based violence was devised by the domestic abuse intervention program
(DAIP), also known as the Duluth model (Bohall et al., 2016), in the early 1980s.
Recognised by the Power and Control Wheel that forms an integral part of its
theoretical framework, the schema was first devised in 1984 for use in a women’s
refuge located in Duluth, Minnesota (Pence & Paymar, 1993) as a response to
the empirical evidence provided by the facility’s service users (Pence & Paymar,
1993). The Power and Control Wheel (reproduced at Fig. 1) is a diagrammatic
tool which seeks to illustrate common patterns of abusive behaviour committed
by men in heterosexual relationships. The Duluth model has been continuously
developed over the past 40 years and now offers a range of practitioner-based
psychoeducational community-based intervention programmes for men who
have been identified as perpetrators of gender-based violence (DAIP, 2022).
From its inception, the Duluth model utilised the details of abuse provided
by survivors of violence to identify and categorise a range of different behav-
iours that typically occur within abusive relationships (Pence & Paymar, 1993). By
articulating this information in a visual form in the Power and Control Wheel, it
is possible to identify the relationship between power, control and physical abuse.
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Fig. . Power and Control Wheel. Source: © DAIPs, used with permission.

During the same period, British academic Liz Kelly (1988) devised the con-
tinuum of violence, which provides an alternative way to consider gender-based
violence. Kelly (1988, p. 41) describes the continuum as recording:

Any physical, visual, verbal or sexual act that is experienced by the
woman or girl at the time or later as a threat, invasion or assault
that has the effect of hurting her or degrading her and/or takes
away her ability to control intimate contact.

In common with the Duluth model, Kelly’s continuum of gender-based
violence similarly provides an empirically based schema of the range of abu-
sive behaviours that women encounter. The 11 behaviours identified by Kelly
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are threats of violence, sexual harassment, pressure to have sex, sexual assault,
obscene phone calls, coercive sex, domestic violence, sexual abuse, flashing, rape
and incest. Kelly (1988) emphasises that no hierarchy is applied to the seriousness
of the different offences and that the continuum applies purely to the prevalence
of the behaviours experienced by research participants. Kelly further argues that
the decision to identify offences without grading their seriousness ‘enables a link-
ing of the more common, everyday abuses women experience, such as leering,
catcalls and verbal assaults, with the less common abuses such as rape and sexual
assault which are officially labelled as crimes’ (Kelly, 1988, p. 59). Furthermore,
and with relevance to this research project, Kelly emphasises that the common
characteristics emerging from her research are that each of these behaviours is
applied by men in their efforts to control women and that they are so ubiquitous
that they have been experienced at least in part by all women.

Work by Stark (2009) contributes a further theory to this corpus, with his work
on coercive control. In a theory that has proven highly influential to the devel-
opment of legislation on gender-based violence in numerous countries (Stark &
Hester, 2019; Walklate & Fitz-Gibbon, 2021), Stark reframes the idea of domestic
violence as a purely physical act into one where gender-based violence is a ‘course
of calculated, malevolent conduct deployed almost exclusively by men to domi-
nate individual women by interweaving repeated physical abuse with three equally
important tactics: intimidation, isolation, and control’ (Stark, 2009, p. 5). Stark
further expands on this, by stating that ‘a victim’s level of fear derives as much
from her perception of what could happen based on past experience as from the
immediate threat by the perpetrator’[...] and that ‘the cumulative harms inflicted
by male partners explain why women are so much more likely to be entrapped by
abuse than men’ (Stark, 2009, p. 94). As well as providing a highly influential anal-
ysis of the realities of domestic abuse, Stark’s work also illustrates the unequal
role of male power in these relationships (Brennan & Myhill, 2022), something
which is frequently replicated in societal inequalities of patriarchal power. The
inclusion of the specific offence of coercive control into domestic abuse legisla-
tion in England and Wales in 2015 is discussed further in Chapter Seven.

Stark (and Hester) (2019) revisited the issue of coercive control a decade later,
with this later work highlighting the growth in studies evidencing the repeat vic-
timisation of many women experiencing domestic abuse, as well as adding finan-
cial abuse and gaslighting to the range of behaviours defined as coercive. Stark
and Hester (2019) also used this paper to widen the scope of the theory to same-
sex relationships and the coercive control of children and other family members.

In 1990, Johan Galtung published his theory of cultural violence. Building
upon his earlier work on structural violence (1969), the concept of cultural vio-
lence brings together elements of structural and direct violence. In doing so, Gal-
tung suggests that the merging of these two forms creates an environment in which
both structural and direct violence are legitimised. When examined more closely,
it is proposed that the use of violent speech and inflammatory language (whether
written or spoken); along with the marginalisation of certain groups (e.g. women,
or those from ethnically minoritised populations) that combine within cul-
tural violence, in a way that makes physical violence appear innocuous, thereby
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changing the morality and permissibility of an act (Galtung, 1990). At its core,
cultural violence allows certain violent behaviours to become permissible. One
pertinent example of cultural violence useful in this discussion is the sanitation
of language, where acts of physical violence are deliberately downplayed, particu-
larly in the media. An integral part of the theory is the creation of a causal flow
between cultural violence, structural violence and actual physical violence. In this
process, cultural violence presents exploitation and repression as normal, making
people immune to violent behaviour. This is then further manifested in struc-
tural violence, where violence is used or encouraged in order to break or maintain
socially dominant structures, with victims blamed for the violence that occurs.
The acceptance of forms of structural violence ultimately leads to the articula-
tion of actual violence, which becomes endemic when overlooked by society as a
whole. Galtung (1990) makes specific reference to gender-based violence in this
typology, emphasising that whilst (on paper) women may have longer life expec-
tancy rates than men, the risk of violence as a result of gender specific abortion,
infanticide and familial violence continually imposes structural violence in order
to maintain the dominance of the patriarchal system (Gardsbane et al., 2022).

Galtung’s (1990) theory of cultural violence fits well within a theoretical
domain that examines the wider role of patriarchy in gender-based violence. Over
40 years ago, researchers working in this field recognised that what differentiated
gender-based violence from other acts of violence was that this behaviour was an
explicit manifestation of patriarchal domination (Dobash & Dobash, 1980). This
reflects the continued subordinate position of women across societies (Stanko,
1988), which most typically emerges when male power is perceived to be under
threat (Dobash & Dobash, 1998).

However, whilst the theoretical explanations for gender-based violence out-
lined here are undoubtedly influential, they have each been the subject of criti-
cism. For example, the original Duluth model has been criticised for focussing
on a limited population (Bohall et al., 2016), concentrated on a cohort of largely
white and wholly heterosexual couples. The model has also been accused of lack-
ing a significant evidence base prior to being rolled out in other areas (Pender,
2012). Some of the most strident censure of the DAIP has come from Dutton and
Corvo (2006, p. 457), who deem the Duluth model to be ‘flawed research’, believ-
ing it to have been developed and subsequently adopted by practitioners lack-
ing a professional background and qualifications in either psychology or social
work. Furthermore, whilst it is true that the Duluth model is avowedly feminist
in approach, Dutton and Corvo believe that this has resulted in the widespread
adoption of a wholly negative ‘gender political model’ (Dutton & Corvo, 2006,
p. 457) towards gender-based violence. This is a heated debate that has lasted over
a decade, as others, broadly supportive of the Duluth model (e.g. Gondolf, 2011),
have weighed in to add their support for the model’s core elements and to take
issue with Dutton and Carvo’s (2006) treatise.

In contrast to Kelly’s non-hierarchical continuum approach, Wise and Stan-
ley (1987) provide a model of gender-based violence that has a clear hierarchy
of offence seriousness, with murder and rape at one end of the spectrum and
patronising and uncalled for insults at the other. Kelly (2011) has produced a
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subsequent iteration of her continuum, in recognition of a wider awareness of
both the presence of abuse in homosexual relationships, and a broadening of the
understanding of gender-based violence, to add offences such as coercive control.
Siddiqui (2013) has further revised the continuum, to include offences around
(so-called) honour-based violence, including forced marriage, in recognition of
the fact that Kelly’s original work was based wholly on the experiences of white
women (Rehman et al., 2013).

Feminist Theories of Gender-based Violence

Edwards (1990) emphasises that whilst the influence of both first and second wave
feminism was vital to gender-based violence gaining public attention, there has
always been more than one kind of feminism in operation, and each strand of
feminist theory brings with it a slightly different explanation for gender-based
violence. There are widely agreed to be four ‘types’ of feminism: liberal feminism,
radical feminism, socialist feminism and post-modernist feminism (Jerath, 2021)
although there remains significant divergence and nuance even within these dif-
ferent classifications (Davies, 2007).

Liberal feminism first emerged in the 18th century (Ackerly, 2001) and is
epitomised by the first wave of feminism described by Spender (1982). Associ-
ated with pioneering women such as Mary Wollstonecraft, Virginia Woolf and
Susan B. Anthony (Ackerly, 2001), liberal feminism adopts an equal opportuni-
ties approach (Davies, 2007). Liberal feminists first sought to highlight the posi-
tion of women as a disadvantaged group, who were seeking equality in voting,
divorce laws and access to finance and property (Ackerly, 2001). Described by
some as ‘feminist empiricism’ (Hundleby, 2011, p. 29), liberal feminist philoso-
phies are largely traditional in scope, adopting a cautious approach to social
change. Liberal feminism has been criticised for excluding the views of Black
feminists (Ackerly, 2001) and the wider intersectional feminist experience. When
used as a lens to explore gender-based violence, liberal feminism relies on the
role of institutions (and the men holding power within them) acting as agents for
change (Gamez Fuentes et al., 2016).

In distinct contrast, radical feminism takes a revolutionary approach to femi-
nist activism (Hundleby, 2011), roundly rejecting calls for the inclusion of men
in the fight for female equality (Pretorius, 2018). Radical feminists argue that it
is only through the dismantling of the institutions of marriage, patriarchy and
labour that it will be possible to ‘end the oppression of women, by creating aware-
ness of and resistance not only to male-dominated or patriarchal institutions,
but to the conceptual frameworks that sustain them’ (Lee, 2001, p. 5513). This
strand of feminism focusses on men’s oppression of women through the actions
of patriarchal institutions (Davies, 2007) and highlights what it regards as the
lack of a structural response to gender-based violence (Walklate, 1995). The third
(and somewhat related) strand of feminist theory is socialist feminism, which
defines women as being oppressed by capitalism and dominated by men (Davies,
2007). Despite the disintegration of many socialist regimes that has taken place
since the emergence of socialist feminism in the 1970s and 1980s, advocates of
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socialist feminism continue to highlight the convergence of capitalist and gender
role models, most recently demonstrated during the multiple Covid-19 lockdowns
of 2020-2022, when women were frequently left to undertake the majority of
childcare and home-schooling activities, despite simultaneously juggling their
own paid employment (Segalo & Fine, 2020). Socialist feminists assert that it is
the iniquitous underlying structural and institutional conditions underpinning
women’s (and especially Black women’s) experience that is the primary explana-
tion for gender-based violence (Segalo & Fine, 2020). Adherents to this theoreti-
cal strand advocate that it is only by dismantling the existing systems that change
will be achieved; or in the words of Segalo and Fine (2020, p. 9): ‘there should be
a refusal of normality... there shall be no going home until there is justice’.

In contrast, the more recent theoretical strand of post-modern feminism
asserts that a post-modern feminist approach offers a degree of openness, plural-
ity, diversity and difference (Walklate, 1995) that is absent from more traditional
theoretical positions. Proponents of post-modern feminism believe that this new
theoretical interpretation will lead to a ‘socially transformative politics of eman-
cipation and freedom from gender, race, and class exploitation’ (Ebert, 1991,
p- 887). It is further argued that post-modernist feminism has no policy agenda
and that it instead seeks to break the traditional links that exist between science,
rationality and policy making (Davies, 2007). Perhaps as a consequence of this
approach, there is no body of literature offering a post-modern feminist explana-
tion for either the causes of, or solutions for, gender-based violence, as the theory
has not devised any such response.

The recognition of gender-based violence that materialised within the acad-
emy during the latter half of the 20th century was soon joined by a wider cam-
paigning collective. In the 1960s and 1970s, pioneering work was undertaken
by second wave feminists based both in the USA and the UK, to secure greater
awareness and responses to gender-based violence. In the USA, the campaigning
work of Gloria Steinem and Betty Friedan is central to this period. Friedan was
an early second wave feminist activist, whose formative book, ‘Feminine Mys-
tique’, highlighted the frustration felt by many women who found themselves
obligated to fulfil traditional gender norms (Friedan, 1963). In 1971 (in partner-
ship with Dorothy Pitman Hughes), Steinem launched Ms. Magazine, using it as
a platform from which to campaign for women’s rights, later coupling this work
with her membership of the National Women’s Political Caucus (Steinem, 2015).
In the UK, notable second wave feminists of the period include Beatrix Camp-
bell, Anna Coote, Tess Gill and Erin Pizzey (Lewis, 2020). Campbell was one of
the founders of ‘Red Rag’, a Marxist feminist magazine of the period (The Barry
Amiel and Norman Melburn Trust, 2021), whilst Coote and Gill won the right for
women to stand at the bar in pubs with their male colleagues, under the new Sex
Discrimination Act of 1975 (Rodrigues, 2012). Pizzey, whilst no longer a member
of the feminist movement (Bell, 2021), introduced the first women’s refuge in the
UK in 1971, a ground-breaking initiative that was soon followed by the work of
academics including Dobash and Dobash (1980), to highlight the pernicious and
widespread nature of domestic abuse. Many of the same campaigners also high-
lighted the malign persistence of sexual harassment (David, 2016), campaigns
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that were often supported by trades unions (Dobash & Dobash, 1980), recognis-
ing that workplace sexual harassment was all too frequent, and often involved
co-workers, managers and service providers (Croall, 1995).

Misogyny

The malign impact of misogyny has received academic scrutiny (e.g. Jones, 2019;
Zempi & Smith, 2021), along with attention from social policy institutions (e.g.
Cumming-Potvin, 2023) and the criminal justice system (e.g. Casey, 2023). A num-
ber of theoretical models reference misogyny as a contributing factor to online
abuse (e.g. Jane, 2017a; Mantilla, 2015; Salter, 2017). Before analysing a selec-
tion of these models in greater detail, it is worth defining what misogyny actually
means in the modern context, as otherwise it risks becoming a term that is widely
promulgated without a clear understanding of what it signifies. Manne (2018,
p. 47) defines misogyny as ‘a systematic facet of social power relations’, arising
when women attempt to gain power and authority ‘in a man’s world... a patri-
archy’ (Manne, 2018, p. 34). Whilst theoretically useful, Manne’s definition risks
overlooking the sheer hostility of much modern misogyny. Banet-Weiser (2018)
locates the hatred of women at the forefront of her definition of misogyny, whilst
adding that ‘popular misogyny is the instrumentalization of women as objects,
where women are a means to an end: a systematic devaluing and dehumanizing
of women’ (Banet-Weiser, 2018, p. 2).

Theories of misogyny have a long history (Beard, 2017). The exclusion and
subjugation of women both in public and private has had a negative impact upon
the effective development of many facets of social and occupational life (Power,
2006). It is clear that even the most cursory of investigations reveal how men have
been endeavouring to silence women throughout history, using whatever tech-
nology is available, creating what Gilmore (2009, p. 3) has defined as the ‘male
malady’. Analysis of literature in this area reveals that contemporary misogyny
frequently contains four interrelated elements: silencing (e.g. Herring et al., 2002;
Salter, 2017), the belittling of women’s knowledge and opinions (e.g. Camp,
2018), the criticism of appearance (e.g. Backe et al., 2018) and threats of physical
and sexual violence (e.g. Todd, 2017). Each of these elements will be considered
in turn.

Silencing

The act of silencing women is integral to misogyny, with women frequently
silenced, with their opinions ignored or appropriated by men (Spender, 1982).
Women’s voices are routinely muted, and this both enables and perpetuates the
power of misogyny (Banet-Weiser, 2018). Misogyny is often perpetuated by the
media, who refused to cover many activities of the first wave of feminist activism
in the 19th century, including initial campaigns for women’s suffrage (Spender,
1982); and who remain complicit in the silencing of women’s voices, as evidenced
by the treatment of the former Prime Minister of Australia, Julia Gillard (Worth
et al., 2016). An examination of press coverage following her speech on sexism



Exploring Theories of Gender-based Violence 27

discovered that Gillard’s accusations were ‘dismissed, minimised and under-
mined’ (Worth et al., 2016, p. 52); whilst ‘silence [was] privileged over speaking up
against sexism’ (ibid.).

When considering the act of silencing within the online space, there is clear
evidence of online abuse attempting to silence women (Barlow & Awan, 2016;
Lewis et al., 2018), confirming it as both an aim and function of wider misogyny
(Carson, 2018). Silencing may also prove to be the consequence of online abuse,
for example, when law enforcement agencies advise women to withdraw from
online activity for their own safety, which is also seen by some as an example of
a wider institutionalised misogyny (Yardley, 2021a). The act of silencing women
in this way, necessitating their retreat from social networking sites (Bliss, 2019),
has the potential to wreak huge financial damage upon the women targeted for
abuse. Computer-mediated communication is now firmly embedded in social and
economic participation (Henry & Powell, 2015), particularly since the Covid-19
pandemic precipitated a shift in patterns of working into the online space. The
cost of such silencing is so substantial that Jane (2018, p. 576) has termed it an
act of ‘economic vandalism’.

Belittling

Another way in which misogyny seeks to undermine women is to question or
belittle their skills, knowledge and experience (Farrell et al., 2019). Chapman
(2014) suggests that this behaviour is central to both misogyny and gender-based
violence. In the domestic sphere, belittling is often used as part of a wider sys-
tem of shaming (Camp, 2018). In the public sphere, women frequently have their
authority undermined in a deliberate attempt to halt their activity (Phillips, 2019).
There is evidence that misogynists have habitually employed techniques
designed to belittle and undermine women’s professional competence, in an
attempt to remove them as potential competition in the public sphere (Mantilla,
2015), whilst also perpetuating their economic dominance (Spender, 1982). As
Spender (1982, p. 95) explains: ‘we have 300 years of evidence that men do dis-
credit and bury women'’s work on the basis of their sex’ (italics in original).

Focus on Appearance

Misogynistic abuse frequently focusses on women’s appearance. In the corpo-
real realm, this is often articulated as a dimension of coercive control, where an
abuser will use criticism of clothing or body shape as a means of asserting their
malign intent (McCauley et al., 2018). Research undertaken into police culture
has identified a focus on appearance as being integral to the negative percep-
tions of gender (Brown et al., 2019), a finding that echoes work from two decades
earlier, which highlighted that some 60 per cent of women police officers had
received comments from male officers that criticised their appearance (Brown,
1998). In the political realm, there was a considerable discussion about Hillary
Clinton’s appearance (particularly in relation to her age) both before and during
the Presidential campaign of 2016 (Hayes et al., 2014; Jennings & Coker, 2019).
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It is likely that such coverage was exacerbated by her Republican opponent engag-
ing in the negative portrayal of women as ‘fat’, ‘dogs’ and ‘pigs’ (Banet-Weiser,
2018, p. 173). This emphasises once again how media coverage frequently ampli-
fies misogynistic behaviour occurring in the public sphere.

Threat

The threat of physical and sexual violence is a perpetual presence within misog-
yny (Ging et al., 2020). Anthropological studies record the widespread use of
gang rape for minor transgressions across many countries (Gilmore, 2009), and
threats of violence are a common feature in warfare (Krook, 2020), as well as in
religious, historical and fictional works (Gilmore, 2009). However, despite its con-
stancy, violent misogyny is often perceived as a private matter (Tomkinson et al.,
2020). This echoes attitudes towards gender-based violence discussed earlier in
the chapter, which highlighted that spousal violence was frequently ignored by
the police and social policy agencies for much of the 20th century (Radford &
Stanko, 1991). There is some evidence that the rise in violent offending by fol-
lowers of misogynistic men’s groups (Wright et al., 2020) including the so called
involuntarily celibate or Incel movement (Banet-Weiser, 2018) has increased
public awareness of the threat implicit in misogyny, making action from crimi-
nal justice agencies more likely (Tomkinson et al., 2020). The multiple shoot-
ing that took place in 2014 in Isla Vista, California, when six people were killed
and 14 others were injured (Manne, 2018), emphasised how the violent misogyny
exhibited by Incels poses a threat to both women and men (Tomkinson et al.,
2020). The murder of four men and two women (Manne, 2018), corroborated
evidence linking the propensity to engage in gender-based violence, with wider
acts of violence and terrorism (Johnston & True, 2019). In the UK, there is some
evidence that the mass shooting carried out in Plymouth in August 2021 was at
least in part motivated by an adherence to Incel doctrine (Bengtsson Meuller,
2024; Townsend, 2021). Meanwhile, research by Smith (2019) found that the men
responsible for terrorist attacks in London and Manchester each had histories of
committing acts of gender-based violence. Whilst such acts are thankfully rare,
and present the most extreme examples of misogynistic threat, they do illustrate
how contemporary misogyny emanates from ‘a much more antagonistic politics
of sexual entitlement, disenfranchisement and revenge’ (Ging et al., 2020, p. 852).
The change of government in July 2024 appeared to provoke an increased discus-
sion of the level and perpetuation of gender-based violence in society, with the
National Police Chiefs Council describing the amount of gender-based violence
in the UK as an epidemic, and calling for a ‘whole-system approach that brings
together criminal justice partners, government bodies and industry, in a new part-
nership that seeks to reduce the scale and impact of violence against women and
girls’ (NPCC, 2024, p. 1). This research reveals how this behaviour is frequently
intertwined with activity on social networking sites (Ging, 2019) and the perpetu-
ation of online abuse (Wright et al., 2020).

Consequently, the literature on online abuse frequently contains examples of
threats made via electronic communication, some of which have already been
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quoted in this study. However, as Tulip Siddiq, the Labour MP for Hampstead
and Kilburn in London explained, the fear that online threats could manifest
physically is constantly felt, most recently in the wake of the murder of Sir David
Amess MP in October 2021:

It’s constant on Facebook and Twitter. I only report it when it’s
extreme. It distracts from my casework — I could be helping a
woman who has become homeless rather than spending energy
reporting abuse. But now I'll be vigilant once again (Urwin, 2021,

p. 12).

Reminders of the presence of online threats are important, as they provide evi-
dence to policymakers of the extent of abuse and allow them to formulate regula-
tory and legal responses (Husnain et al., 2021), something that will be discussed
in more detail in Chapter Seven. Publicising threats made online may also provide
succour to victims who have experienced similar online encounters, allowing them
to find comfort in the knowledge that they are not alone. This was demonstrated
in the ‘#BeenRapedNeverReported’ hashtag campaign of 2014, where women
shared their experiences of sexual assault with others on Twitter (Teotonio, 2014),
as one woman explained:

I got an overwhelming awesome response the night I posted ...
There was one ... all she said was, ‘we stand with you, friend’. And
that one made me cry. I'll admit it, that one made me cry. And
then there was one that told me I was incredibly strong and brave
for doing what I did.... there was six or seven comments like that.
Which, for me, was overwhelming because I didn’t really think that
anyone would say these things, you know, it was just I was helping
the hashtag understand why things weren’t being reported. And I
didn’t really expect any response at all. And next thing you know, I
got likes and favourites and comments, and I was just, like, oh, my
gosh, what is going on here? (Mendes et al., 2018, p. 238)

This brief review of the underlying features of misogyny illustrates how preju-
dice against women is not unique to the internet. Indeed, Mantilla (2015, p. 132)
asserts that online abuse is ‘a reflection and embodiment of long-standing cul-
tural patterns of misogyny’.

However, as both academic and journalistic investigations in this area
(e.g. Cranston, 2015; Jane, 2017a; Jones, 2019) have highlighted, the additional
communication mechanisms offered by social networking sites have both nor-
malised and amplified sexism and threats of violence towards women (Vera-Gray,
2017), leading to a disproportionate amount of gender-based abuse directed at
women active in the online space (Ging & Siapera, 2018).

In addition to explorations of the nature of misogyny, most recently in the
online space, there has also been an attempt by the academy to theorise about
more broader aspects of online abuse. Whilst obviously not as prolific or enduring
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as theories exploring the gender-based violence that occurs in the physical space,
there has nonetheless been a growth in the theoretical explanations for the abuse
that occurs online.

The first of these theoretical explanations is ‘e-bile’, which was introduced by
Jane in 2014. This theory provides one of the first detailed attempts to define the
nature of online abuse:

The term e-bile...describes the extravagant invective, the sexual-
ized threats of violence, and the recreational nastiness that have
come to constitute a dominant tenor of internet discourse. My case
is that a new descriptor is required in order to gather under one
heading a variety of denunciatory forms that share characteristic,
signal features and so demand a broad field of inquiry — one that is
able to gather ostensibly variegated speech acts into a specific yet
widely conceived theoretical reflection (Jane, 2014a, p. 531).

As Jane (2014a) explains in this passage, what makes online abuse conspicuous
is its violent invective that is imbued with misogyny. By adopting this theoretical
explanation for online abuse, it is possible to broaden the academic understand-
ing of such abuse and to develop an evidence base of its occurrence. Integral to
the theory of e-bile is a recognition that, for many years, the seriousness of online
abuse and the damaging nature of this type of communication upon both indi-
viduals and institutions have been downplayed and ignored (Jane, 2014a). Jane
(2014a) is reluctant to provide an overly rigid definition of online abuse, believing
that to do so risks excluding important facets of this emergent discourse. Instead,
she provides a ‘loose framing’ (Jane, 2014a, p. 540) of the likely elements of e-bile.
These elements include overt misogyny, sexualised and violent threats, a vitriolic
and extravagant invective that frequently includes the use of obscenities, recrea-
tional nastiness (e.g. highlighting aspects of a woman’s appearance), victim blam-
ing and the belittling of women’s knowledge and achievements.

A similar theory that has been devised to better define online abuse is gender-
trolling (Mantilla, 2015). Mantilla (2015) uses this theory to differentiate between
the misogynistic abuse that is promulgated online and other forms of techno-
logical communication. In doing so, she asserts that gendertrolling is ‘a new kind
of virulent, more threatening online phenomenon’ (Mantilla, 2013, p. 564), fur-
ther arguing that this manner of invective is ‘specifically and dramatically more
destructive to its victims’ (Mantilla, 2013, p. 564). The theory of gendertrolling,
which is comprised of seven key elements, provides a deeper analysis of online
abuse than the theories summarised thus far, as it articulates sow the abuse is
delivered, and not just the format that it takes. Mantilla (2015), therefore, high-
lights how an aim of online abuse is to silence women in the online space, typi-
cally precipitated by women voicing an opinion. This abuse commonly involves
gendered and sexualised insults that are designed to belittle and demean their
chosen target and frequently make sexualised and violent threats. Mantilla (2015)
further recognises that online abuse occurs over multiple online platforms and at
a high level of intensity/frequency. Finally, online abuse can be perpetuated for
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a long duration and often involves multiple attackers — characterised as a ‘mob’
(Citron, 2020).

Mantilla’s typology (2015) has echoes of the different strands of misogyny dis-
cussed above, whilst Citron (2009) has similarly highlighted the frequent attempt
to silence women in the online space, emphasising that the perpetrators of online
abuse ‘directly implicate their targets’ self-determination and ability to partici-
pate in political and social discourse’ (Citron, 2009, p. 406). Furthermore, Citron
(2009, p. 415) provides a reminder that ‘any silencing of speech prevents us from
better understanding the world in which we live’, which should act as a catalyst
for policy makers in this area, something discussed further in Chapter Seven. In
a more recent study, McCarthy (2022) draws parallels between the belittling that
is synonymous with sexual harassment in the physical space, and the attempts
to delegitimise professional women online, confirming that online abuse shares
many similarities with this enduring gendered persecution, as first highlighted in
the Duluth model (Pence & Paymar, 1993).

A complementary theory to the concepts outlined above is the continuum of
image-based sexual abuse, devised by McGlynn et al. (2017). This theory adds the
visual dimension to the analysis of online abuse, using as a catalyst the increase in
legislation implemented by governments across the globe to tackle the issue of so
called revenge porn. Drawing on Kelly’s continuum of violence (1988), the con-
tinuum of image-based sexual abuse (McGlynn et al., 2017) includes a range of
behaviours that it is argued should all be viewed as types of sexual violence. When
taken together, these behaviours are much broader than the offence of revenge
porn (commonly understood to mean ‘the dissemination of nude, intimate and
sexualized images of individuals (overwhelmingly female), without the consent
and against the wishes of those pictured’” (Yar & Drew, 2019, p. 579) that has
become a familiar part of everyday discourse. Instead, this continuum aims to
bring together a ‘range of gendered, sexualised forms of abuse which have com-
mon characteristics’ (McGlynn et al., 2017, p. 25). McGlynn et al. (2017) provide
a set of six broad examples of image-based sexual abuse. These are a threat to
distribute private sexual images online, the online distribution of stolen (hacked)
private sexual images, the non-consensual creation of private sexual images, the
taking of private sexual images in public (e.g. up-skirting), sexualised extortion
and the filming of sexual assault and rape. In addition, McGlynn et al. (2017)
seek to go further than providing this definitive list of injurious activities, and
instead seek to future-proof their continuum by providing a theoretical definition
for image-based sexual abuse. This definition is: ‘the abuse experienced predomi-
nantly by women arising from the non-consensual creation and/or distribution of
private sexual images’ (McGlynn et al., 2017, p. 26). The scope of this definition
means that it is possible for behaviours to be added (or removed) as technology
develops and new types of offensive behaviours emerge. An advantage of this
approach is that it offers the potential for policy and legislation in this area to
keep pace with future technological innovation, something which is incredibly
challenging in this area. At a conceptual level, the theoretical continuum ‘illumi-
nates the abusive nature of the practices and the commonalities between seem-
ingly disparate phenomena’ (McGlynn et al., 2017, p. 28), whilst confirming that
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all such behaviours involve gendered harassment and abuse (Citron, 2014) and
lead victims to equate their experiences as being ‘akin to sexual assault’ (Wittes
et al., 2016, p. 4).

When considering the different theoretical explanations underpinning online
abuse and gender-based violence, it is crucial to recognise that the abuse received
by women of colour, disabled women and LGBTQ+ women who are commu-
nicating in the online space is more extreme than that received by heterosexual
white women. This difference occurs when women who are members of numer-
ous demographic groupings find their multiple identities intersecting, creating
myriad levels of discrimination and/or deprivation (Beckman, 2014). In a wide
ranging examination of the gendered inequality that pervades the digital sphere,
Galpin (2022) uses the theory of intersectionality to consider how women who
are already marginalised due to existing demographic characteristics become the
target for online abuse. As a consequence, Galpin (2022) defines online abuse in
two ways. Central to the first of these classifications is the recognition of ‘partici-
patory inequality’ (Galpin, 2022, p. 164), which highlights the way that women
who already face discrimination in the physical world find their marginalisation
perpetuated, and indeed, exacerbated in the online space. This is often done by
men employing techniques to silence the contributions made by such women
(Galpin, 2022). Galpin then goes further, identifying how the actions and policies
of social media companies themselves contribute to this discrimination, by deter-
mining whose voice is heard in the online space, and as a consequence ‘reinforcing
capitalist structures’ (Galpin, 2022, p. 167). The second strand of Galpin’s theory
examines the role of ‘subaltern counter-publics’ (Galpin, 2022, p. 164), which
she proposes as an explanation for the ways in which online platforms can create
‘spaces of resistance’ (Galpin, 2022, p. 164) for feminist activists. However, Gal-
pin also highlights the way that marginalised women are frequently excluded from
these campaigning settings, due to the actions of white, middle-class feminists,
whose needs and identities are often more highly valued than those of black and
transgender women, thereby creating an alternative locus for discrimination. This
echoes the foundational work of Crenshaw (1989), which highlights how women
with intersecting identities are ‘theoretically erased’ in the conceptualisation of
oppression within ‘single-axis frameworks’ of either gender, race or class (Cren-
shaw, 1989, p. 57). Galpin concludes by asserting that the intersectional identities
of all women must be included in any analysis of online abuse in order to acquire
a true understanding of the phenomenon. Galpin’s theory of gender inequality in
the digital sphere echoes ideas around the role of filter bubbles and echo cham-
bers in perpetuating online abuse, first discussed in Chapter Two.

Consolidating Theories of Gender-based Violence
and Online Abuse

Examining the literature on gender-based violence alongside scholarship on
online abuse enables the identification of a number of areas of overlap between
the two domains. Highlighting these synergies is pivotal to understanding how
online abuse is another form of gender-based violence.
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The discussion of the different theoretical explanations of online abuse in
this chapter began with an examination of Jane’s theory of e-bile (2014a), which
emphasises the need to record and report the obscene nature of online abuse
in order to communicate the extent of the harm it can cause. When compared
with Galtung’s theory of cultural violence (1990), there is a connection between
the two theories, as Galtung’s work (1990, p. 295) asserts that the ‘sanitation of
language’ is a fundamental aspect of cultural violence, as it downplays the seri-
ousness of cumulative episodes of structural violence. By positioning these two
theories together, it is possible to gain a clearer understanding of how the use of
language is an integral facet of the perpetuation of violence in the online space.

Nevertheless, despite the similarities between Jane (2014a) and Galtung (1990)
and the importance of identifying the unexpurgated nature of online abuse in
order to recognise its seriousness, Galpin (2022) takes issue with some aspects
of this. For whilst agreeing with the need to recognise the true nature of online
abuse, including its use of violent invective and threatening obscenities, Galpin
stresses that the academic understanding of online abuse must go further and
assess the impact that receiving such communication has on individual women
and society as a whole.

The theory of technology facilitated sexual violence and harassment, devised
by Henry and Powell (2015) synthesises many of the points identified in the lit-
erature on both gender-based violence (e.g. Kelly, 1988; Pence & Paymar, 1993),
as well as more recent scholarship on online abuse (e.g. Mantilla, 2015; McGlynn
et al., 2017), to devise a definition of sexual violence and harassment against
adult women that encompasses the malign creation and distribution of sexual
imagery, with broader themes of violence, harassment and structural misogyny.
Similarly, another theory that combines both the older and newer scholarship
is provided by Dragiewicz et al. (2018) in their theory of technology facilitated
coercive control. This theory builds upon Stark’s original (2009) work on coercive
control, by highlighting the way that online platforms work to exacerbate existing
coercive behaviours, whilst also introducing new methods of abuse. Dragiewicz
et al.’s (2018) study confirms the presence of harassment as integral to the theory
of technology-facilitated coercive control, whilst also demonstrating that the
most likely perpetrators of gendered online abuse are current and former partners
(Lenhart et al., 2016). Of relevance to this discussion is that in addition to detail-
ing the behaviours that exemplify technology facilitated coercive control in the
private sphere, such as the use of technology to stalk a partner’s movements, the
unauthorised sharing of sexual images (revenge porn), and the electronic control
of financial affairs, Dragiewicz et al.’s (2018) work begins to explore the prolif-
eration of such behaviour beyond the domestic sphere. For instance, Dragiewicz
et al. (2018) provide the example of perpetrators of domestic violence using the
opportunities presented by online networks to join together with wider misogy-
nistic groupings, in order to perpetuate the impact of abuse beyond the original
target and impinge upon women in the course of their professional lives, using the
‘Gamergate’ episode as an example.

The theory of technology facilitated coercive control is one that concurs
with more traditional scholarship in this area, confirming the presence of both
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misogyny and structural discrimination against women in the abusive behaviour
that extends domestic violence from the physical world into the online space
(Dragiewicz et al., 2018). Integral to the theory of technology-facilitated coercive
control is the question of the role played by the social media companies as both
facilitators of abuse and as crucial to its prevention (Dragiewicz et al., 2018).
This stands out as one of the few theories to consider how online platforms fail to
tackle the abusive behaviour that occurs on their sites.

The theoretical framework that considers technology-facilitated domestic
abuse in the political economy (Yardley, 2021a) has the concept of omnipresence
at its heart. First identified by Woodlock (2017), omnipresence in technology-
facilitated domestic abuse describes the motivation of an attacker to remain
‘omnipresent’ in a woman’s life, which is achieved by utilising everyday surveil-
lance technology to be omnipresent in ways not previously possible. Yardley
(2021a) has further developed ideas of omnipresence, identifying four distinct
types of omnipresent behaviour that are found in episodes of domestic violence
that are deemed to have a technological component. These are establishing omni-
presence, overt omnipresence, covert omnipresence and retributive omnipresence
(Yardley, 2021a, p. 1484). In work that concurs with the findings of Dragiewicz
et al. (2018), Yardley (2021a) highlights how perpetrators of domestic violence
are harnessing the emergence of new technologies to commit enduring harms.
For example, Yardley’s (2021a) theory highlights how ‘smartphones, text mes-
saging, social media and GPS location tracking are all examples of technologies
repurposed for abuse’ (Yardley, 2021a, p. 1479) and used to undertake campaigns
of harassment and stalking.

Whilst identified by Stark (2009) as a central tenet of coercive control, there is
also evidence that as surveillance devices become more ubiquitous, this behaviour
has become more acceptable (Dragiewicz et al., 2018).

This theory of technology-facilitated domestic abuse clearly positions the com-
bined malign patriarchal influences of sexism and misogyny at the heart of expla-
nations for such behaviour. It confirms that the underlying impact of these tenets
of patriarchal power has evolved and endured alongside the development of new
communications technology, with the growth of neoliberalism adding to the per-
nicious online environment experienced by many women. Of particular relevance
is the dimension of retributive omnipresence, which usually occurs once the inti-
mate relationship has ended, and the perpetrator seeks to regain control over their
former partner. With the intention to cause maximum humiliation for the woman
concerned, retributive omnipresence will frequently threaten to undermine an
individual’s professional reputation and economic security, for example, by using
fake accounts to spread disinformation about their qualifications, or by accusing
them of malfeasance in public office (Yardley, 2021a). When women attempt to
report such activity to the police, they are often told to change their mobile num-
bers or delete their social media accounts. This further institutionalises misogyny
and has links with victim blaming, whilst also making women individually respon-
sible for their own safety. Yardley’s theory of technology-facilitated domestic
abuse in political economy has strong parallels with Vera-Gray and Kelly’s (2020)
theory of safety work, which makes similar points about the individualisation



Exploring Theories of Gender-based Violence 35

of gender-based violence and Lewis et al.’s (2017) links with online abuse, public
shaming and victim blaming (Lewis et al., 2017).

Bailey and Burkell (2021) build upon the structural and institutional weak-
nesses highlighted by Yardley (2021a) in their assessment of the scholarship in
online-gendered violence, devising a theory of technologically facilitated violence
that is based on structural and intersectional perspectives (Bailey & Burkell,
2021, p. 531). In echoes of the work of Galpin (2022), this theory of technology-
facilitated violence similarly recognises the role of gender in this behaviour, as
well as the greater impact on women from marginalised communities, as their
different identities intersect to make their treatment worse. This is a particu-
lar problem when theoretical explanations of violence consider the issue from
an individualised perspective, as this ignores the structural siting of multiple
spheres of exclusion, harassment and harm (Bailey & Burkell, 2021). In contrast,
the theory of technologically facilitated violence devised by Bailey and Burkell
(2021) emphasises the need for wholesale structural change to societal systems
and institutions, including the composition of the social media companies, which
are overwhelmingly run by those who are wealthy, male and white, in order to
offer genuine solutions to technologically facilitated violence. Furthermore, this
theory also recognises the need for a collegiate approach to devising solutions to
online abuse, one that involves ‘governments, platforms and online communities’
(Bailey & Burkell, 2021, p. 537). This theoretical approach to the issues of gender-
based violence, intersectionality and online abuse is wider in scope than some of
the other theories discussed in this chapter and as such provides an interesting
rubric to consider the approach of policy makers, online platforms and legisla-
tion, which is considered further in Chapter Seven.

By exploring scholarship in both gender-based violence and online abuse, it is
possible to draw a number of important conclusions. Firstly, there is little doubt
that online abuse is overwhelmingly gendered and, as such, can be categorised as
a form of gender-based violence (e.g. Galpin, 2022; McLachlan & Harris, 2022;
Rogers et al., 2022). For whilst not universally agreed upon (e.g. Gorrell et al.,
2020), the majority of scholars working in this area agree that most violent and
aggressive online abuse is received by women (Kargar & Rauchfleish, 2019).

The prevalence of online abuse directed at women discussed in this chapter
confirms that misogyny is a crucial factor in its production and dissemination
(Barlow & Awan, 2016), with social networking sites providing a major platform
for misogyny. Indeed, there is some evidence that the emergence of the online
space has created new manifestations of misogyny (Ging & Siapera, 2018). By
enabling those who share similar views to connect and, therefore, maximise the
dissemination of hate and hostility, the preponderance of such views has been sig-
nificantly amplified (Harris & Vitis, 2020; Khosravinik & Esposito, 2018). Rather
than being an individualised phenomenon, online abuse frequently contains
several core elements, namely, being highly aggressive, labelling women as weak
and often containing rape threats (Doyle, 2011). This reinforces online abuse as
a structural problem (Yardley, 2021a) that has the potential to affect all women.
This finding has important ramifications, as it should remove the application of
blame from individual victims of online abuse, negating any discussion of what
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they may or may not have done to deserve such vicious invective (Jane, 2017a).
Instead, online abuse should be conceptualised as a broader societal issue, a find-
ing supported by the theoretical models provided by both Galpin (2022) and
Yardley (2021a). There is also the potential for a wider negative impact, affecting
women'’s very equity and citizenship (Jane, 2017a), as the online abuse received by
women in the public sphere causes them to withdraw completely from their roles
in public facing occupations. This concurs with the ‘economic abuse’ dimension
found in the Wheel of Power and Control (Pence & Paymar, 1993), which identi-
fies the malign financial and economic impact of gender-based violence.

Interestingly, on the rare occasion that men are the targets of online abuse,
this abuse is itself gendered, with attacks focussed on the female relatives of male
targets (Jane, 2014b). This is illustrated in the case of journalist Jon Stewart, who
reported how a photograph of his wife published online was described as ‘She’s
a liberal. They only come in ugly’, and ‘Looks like a trip to Auschwitz might do
her some good’ (Jane, 2014b, p. 11). In the UK, journalist Stig Abell has vividly
recounted how his Twitter feed filled with rape threats directed at his wife and
young child, following the publication of his first book: ‘they were really graphic,
and he was saying he knew where we lived’ (Llewelyn Smith, 2018, p. 19).

Furthermore, on the few occasions when women have been convicted of per-
petrating online abuse, the threats have been sexual as well as violent, leading
Lewis et al. (2017) to describe the online space as one that perpetuates online
misogyny, or masculinised violence, rather than simply male violence.

This exploration of a multi-dimensional corpus has confirmed the central-
ity of misogyny as an integral element of online abuse. By adopting theories of
gender-based violence originally advocated by second wave feminists to define and
then record violent behaviour (e.g. Galtung, 1990; Kelly, 1988; Pence & Paymar,
1993), it is possible to gaining a deeper understanding of this most contemporary
demonstration of gendered harms. Furthermore, by bringing together these dif-
ferent theoretical strands, and combining them with more recent scholarship on
computer-mediated communication and the facilitation of online harms, it is pos-
sible to identify six elements of online abuse, namely, emotional harm (Dragiewicz
et al., 2018), harassment (Bailey & Burkell, 2021), threat (Jane, 2014b; McGlynn
et al., 2017), belittling (Camp, 2018), silencing (Galpin, 2022) and criticism of
appearance (Backe et al., 2018). An element of misogyny that does not map dis-
cretely onto the Wheel of Power and Control (1993) is the criticism of a wom-
an’s appearance. However, this dimension does appear in Jane’s theory of e-bile
(2014a). Furthermore, this aspect of misogyny frequently appears in first-hand
accounts of online abuse, as evidenced in numerous tweets sent to Professor Mary
Beard (Mantilla, 2015):

After a ‘Question Time’ appearance... she was repeatedly vili-
fied on an internet message board. One user described her as ‘a
vile, spiteful excuse for a woman, who eats too much cabbage and
has cheese straws for teeth’. Less creatively, another commenter
posted a doctored photograph in which an image of a woman’s
genitals was superimposed over Beard’s face (Mead, 2014, p. 2).
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Beard describes the abuse she receives as ‘truly vile’ (Dowell, 2013, p. 1), noting
that it occurs whenever she speaks publicly (Boseley, 2017), frequently describing
her as ‘old, clapped out and obsolete’ (Lewis, 2020, p. 310).

Despite this thorough investigation of the different interdisciplinary perspec-
tives on online abuse, there remain a number of issues that the existing literature
fails to consider. Crucially, there is very little attention paid to the consequences
of online abuse being directed at women working in the public sphere, which
is of critical importance given the centrality of social media and other online
communication mechanisms to its operation (Mellado & Hermida, 2021; Shirky,
2011; Terren & Borge-Bravo, 2021). For whilst a small amount of research has
considered the experiences of women working in some public sphere occupations
(e.g. Krook, 2017; Marshak, 2017; Salin & Hoel, 2013; Veletsianos et al., 2018),
this issue is much wider than the withdrawal of women from holding political
office, around which much of the discussion is currently centred. Up to now, there
has been a lack of research to consider the experiences of women working across
public sphere occupations, and how these women are targeted online as a result
of undertaking their occupational role. Consequently, there is a gap in the under-
standing of the impact that such abuse has on the individuals who receive it. At
the same time, there is also a lack of knowledge around the reporting of abuse,
and the decisions women make around choosing when (or if) to report the abuse
that they receive, and the consequences of doing so. These issues are directly
addressed in the forthcoming chapters.

Conclusion

The majority of the literature discussed in this chapter defines online abuse as a
structural and gendered issue. This is in contrast to the very early (pre-2010) lit-
erature on online abuse, which adopted a range of individualised explanations for
the phenomenon (Henry & Powell, 2015), often informed by libertarian theories
of free speech (Dragiewicz et al., 2018). This change in approach appears to have
been driven by research that has shown that women receive the majority of abuse
perpetuated online (Backe et al., 2018), much of it sexual (Antunovic, 2019). The
detailed examination of online abuse by feminist academics (e.g. Citron, 2014;
Jane, 2017b; Mantilla, 2015) has revealed that the nature of this communica-
tion both reintroduces and reinforces traditional gender stereotypes and thereby
reconstitutes gender role models from a bygone era (Barratt, 2018). The utilisa-
tion of the technological advances instigated by social networking sites to extend
the patriarchy in this way (Campbell, 2017) has links with other forms of sexism
(Carson, 2018) and reflects the social and sexual inequality that persists in the
physical space (Dragiewicz et al., 2018). The empirical evidence that is presented
in forthcoming chapters confirms that sexual harassment in the workplace has
found a new mechanism for dissemination in the online space and that the pres-
ence of gendered abuse is not a new phenomenon. Crucial to the future direction
of this research is the identification of six elements of online abuse, namely emo-
tional harm (Dragiewicz et al., 2018), harassment (Bailey & Burkell, 2021), threat
(Jane, 2014b; McGlynn, 2017); belittling (Camp, 2018), silencing (Galpin, 2022)



38 Gendered Online Abuse Against Women in Public Life

and criticism of appearance (Backe et al., 2018). Using the theoretical structure
provided by the model of power and control first devised by Pence and Paymar
(1993), it is possible to illustrate how these six elements of online abuse align with
existing theories of gendered violence. Ultimately, whatever theoretical explana-
tion is adopted, this misogynistic behaviour continues to have profoundly del-
eterious effects on the lives of women around the world, wreaking trauma and
devastation on the physical, emotional and mental health (Garcia-Moreno &
Stockl, 2017) of those who experience it. Furthermore, it is not just in the context
of intimate partnerships or other familial relationships that women encounter
acts of violence. The perennial presence of malign behaviour in the workplace,
which frequently includes sexual harassment and sexual abuse, represents a per-
nicious combination of ‘patriarchal control with organisational power’ (Croall,
1995, p. 242) and is something which the growth in computer-mediated commu-
nication has, if anything, further entrenched.



Chapter Four

Technology and the Public Sphere

Abstract

This chapter explores the public sphere and assesses the impact that the
introduction of digital technologies has had on its operation. The chapter
opens by providing a definition and description of the composition of the
public sphere, highlighting that whilst women consistently make up more
than half of public sector employees in the UK (Miller, 2009), the number
of women holding senior roles in public facing occupations remains low.
The discussion then moves on to consider the wider role of women in the
public sphere and the challenges commonly faced. The potential conse-
quences of the increased interaction with the public that has arisen as a
result of the centrality of social media and other online communication
mechanisms to the contemporary operation of the public sphere (Mellado &
Hermida, 2021; Terren & Borge-Bravo, 2021) is also considered. In a
wide-ranging discussion, this chapter also presents evidence on emotional
labour (Hochschild, 2012) and safety work (Vera-Gray, 2017).

Keywords: Public sphere; sexual harassment; safety work; emotional
labour; Habermas; Hochschild

Introduction

The growth and application of technologies to complete tasks that were tradition-
ally undertaken away from the public gaze has significantly altered the operation
of the public sphere. The potential consequences of increased interaction with the
public that has arisen as a result of changes made to the contemporary operation
of the public sphere (Mellado & Hermida, 2021; Terren & Borge-Bravo, 2021) are
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central to this chapter. In a wide-ranging discussion, this chapter also presents
evidence on emotional labour (Hochschild, 2012) and safety work (Vera-Gray,
2017), which are highlighted as key theories in exploring the experiences of
women in public facing occupations managing episodes of online abuse.

Assessing the Public Sphere

‘Women consistently make up more than half of public sector employees in the UK
(Miller, 2009), a statistic that is reflected across many OECD countries (OECD,
2015). However, whilst the inclusion of women in all levels of public service is
crucial for ‘the achievement of both transparent and accountable government
and administration and sustainable development in all areas of life’ (Common-
wealth Secretariat, 2016, p. 1), the number of women holding senior roles in pub-
lic facing occupations remains low. Less than half of senior civil servants (Cabinet
Office, 2023) and 40 per cent of Members of Parliament are women (Cracknell &
Baker, 2024), whilst making up 29 per cent of the members of the House of
Lords (Buchanan, 2024). In academia, only 30 per cent of Vice Chancellors are
women, whilst only 20 per cent of social media CEOs and 21 per cent of national
newspaper editors are female (Kaur, 2020). In policing, 19 women currently hold
the position of Chief Constable in England and Wales (Hymas, 2023). Work by
Silvestri and Tong (2020) highlights the relative absence of women in leadership
roles within policing across Europe, one of many studies to confirm the presence
of perennial barriers blocking women’s advancement to senior levels in public
sphere occupations (e.g. Al-Rawi et al., 2021; Sobande, 2020; Veletsianos et al.,
2018; Walby & Joshua, 2021). Analysis of statistical data reveals that the number
of women in positions of power in the public sphere remains in flux. For example,
membership of the House of Commons elected in July 2024 has the highest level
of female representation in history (Cracknell & Baker, 2024). However, despite
this increase in parliamentary representation, the level of female leadership at
the top of universities has declined over the same period (Brooks, 2019). Across
all sectors being investigated in this research, the representation of non-white
women is even poorer (Tariq & Syed, 2018).

Theorising the Public Sphere

A key benefit proposed for the widespread adoption of digital technologies is
the opportunity it provides to bring opinion formers and members of the public
together, in ways not previously possible (Heiss et al., 2019; Lee et al., 2020). It
has been argued that the expansion of technology extends traditional notions of
the public sphere and strengthens the concept that there is a space between soci-
ety and the state where the public can organise and opinion be formed (Barker &
Jane, 2016).

Public sphere theories can be traced back to the 18th century when the concept
of a platform for debate with opinion formers was initially proffered (Habermas
et al., 1964). More recent definitions centre around the notion of an online public
sphere that ‘facilitates discussion that promotes a democratic exchange of ideas
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and opinions’ (Papacharissi, 2002, p. 11). The huge changes in communication
brought about by the assimilation of social networking sites into everyday life
provide the means for members of the public to interact both easily and directly
with individuals in public sphere occupations, including academics, journalists,
police officers and politicians. At the same time, the widespread adoption of
the use of social media platforms facilitates greater political debate, offering the
potential for a new form of policy making that transcends traditional bounda-
ries (McLaughlin, 2004; Papacharissi, 2009). Taken together, this represents an
opportunity to reshape the public sphere, making it more responsive to grass-
roots concerns (Dey, 2019). Bohman (2004) identifies the role of mutual obliga-
tion as being at the heart of these new political relationships. He suggests that the
benefits of citizenship emanating from online participation can only be secured
when such engagement occurs within an institutionalised public sphere backed by
state institutions. However, it is arguable whether the widespread implementation
of such a model is possible given the dominance of the large privately financed
corporate institutions responsible for the operation of social media platforms.
Just as in discussions around freedom of speech mechanisms within computer-
mediated communication, there is a perennial concern that the increasing reliance
on technology to facilitate debate in the public sphere has led to an inequitable
dominance by technology companies (Castells, 2009; Habermas, 2004).

More recent analysis of the presence and function of the public sphere has
highlighted a concern that the commercialisation of the mass media and the
overtly capitalist motives of social media corporations has led to the commodi-
fication of the public sphere (Gane & Beer, 2008), concentrating its ownership
amongst a wealthy few (Salter, 2017). Taken together, all argue that there is
‘nothing truly public about the public sphere’ (Rheingold, 2000b, p. 379).

Initially, there were hopes that the widespread use of social media platforms
would blur the separation that exists between the public and their public sphere
representatives and that this would herald the creation of a more open and respon-
sive society (Harel et al., 2020). In reality, this has not occurred. Instead, concern
has grown that the advent of social networking sites has increased the polarisa-
tion of public opinion (Guo et al., 2020; Kligler-Vilenchik et al., 2020; Newman,
2018) and contributed to a wider lack of trust in public institutions, most notably
in the political realm, but present throughout the public sphere (Dubois et al.,
2020). The increased immutability of public opinion is highlighted in the work
of Sunstein (2009a) on group polarisation. For whilst, Sunstein’s (2009a) treatise
fails to consider in any detail the role of social networking sites, which with the
benefit of hindsight seems a glaring omission; it does underline the preponderance
of people to adopt more extreme viewpoints or actions when gathered with others
(Sunstein, 2009a). Sunstein (2009a) uses this hypothesis to explain multiple social
and political changes that have occurred throughout history, including the rise
of fascism in the 1930s, the growth of student radicalism in the 1960s and the
global collapse of the financial markets in 2008 (Sunstein, 2009a). Furthermore,
Sunstein (2009a) proposes that social segregation, where individuals actively seek
out others who share their opinions, both encourages and exacerbates group
polarisation. Such a proposition has clear parallels with the activities of the users
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of online platforms. Sunstein (2009a) speculates that online social networks bring
with them the risk of creating ‘polarisation machines’ (Sunstein, 2009a, p. 25),
with people’s opinions not only reaffirmed by involvement with others sharing
similar views but potentially made more extreme. Sunstein’s (2009b, p. 12) fur-
ther work on the creation of ‘echo chambers’ first introduced in Chapter Two
identifies the tendency of people to organise themselves into self-selecting groups
sharing the same opinions. However, there are concerns that scholarship in this
area frequently fails to appreciate the nuances that exist between different online
platforms (Kligler-Vilenchik et al., 2020), and indeed, in the way that different
political candidates choose to conduct their presence on social networks, as these
factors may affect the way opinion leaders influence voters (Guo et al., 2020). An
alternative to the echo chamber hypothesis is offered by Taylor-Smith and Smith
(2019), whose study of the social formations made on Facebook, instead suggests
that defining such groupings as ‘boundary objects’ (Taylor-Smith & Smith, 2019,
p. 1866) better describes the coming together of people with a wide range of views
for non-polarised discussions within an online community space.

Feminist Critiques of the Public Sphere

Feminist critiques of the public sphere assert that claims of equality of opportu-
nity cannot be viewed as valid until there is an end to the pervasive discrimination
endemic across the public sphere (Carver & Chambers, 2011). Other work in this
area has sought to highlight the role of feminists in expanding the public sphere
to include women more fully, as evidenced by the Suffragists of the first wave
feminist movement, and the campaigns against sexual harassment led by second
wave feminists in the 1970s (Vera-Gray & Kelly, 2020).

Just as the internet was hailed as offering the opportunity ‘for the sharing
of multiple views and public opinions’ (Harel et al., 2020, p. 2), it was simi-
larly posited that the growth in online platforms would provide a mechanism
to advance women’s equality, with the internet ‘hailed as a place where offline
prejudices and abuse could be negated and destroyed’ (Poland, 2016, p. 159).
As this volume has already highlighted, the reality is rather less egalitarian,
with research confirming the online perpetuation of traditional (offline) gen-
dered differences in political engagement. Men remain more politically active
online than women, a difference resulting from an enduring gendered inequality
in economic, educational and technical resources (Ahmed & Madrid-Morales,
2021) that the internet has failed to overcome. Whilst it is true that social net-
working sites have offered feminist and other campaigning groups an effective
platform upon which to operate (Banet-Weiser, 2018; Micalizzi, 2021; Weathers
et al., 2016), this has come at a substantial cost, in the shape of online abuse.
When considering the impact of online abuse on women’s involvement in the
public sphere, there is evidence that the barrage of abuse is causing women
to withdraw entirely from the public arena (Lewis et al., 2017; Watson, 2019;
Yelin & Clancy, 2021), thus precipitating the opposite of what was intended.
Furthermore, there is also the potential for online abuse to affect women’s very
equity and citizenship (Jane, 2017a), as the online abuse received by women in
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the public sphere causes them to eschew a career in public facing occupations
altogether (e.g. Thomas et al., 2021).

When evaluating the impact of the growth in social networking sites on women
working in the public sphere, there is a multiplicity of issues to consider. The
changes in working style and access, facilitated by the removal of barriers tradi-
tionally present between the public and those employed in public facing occupa-
tions, have led to other pressures on women holding such roles. These issues are
considered using the lenses provided by the two key theories of emotional labour
and safety work.

Emotional Labour

The theory of emotional labour first emerged in the 1970s, in relation to analy-
sis of women’s experiences of employment, particularly in the service industries
(Hochschild, 2012). However, there are several key messages that can be taken
from the concept and applied to the use of social networking sites, particularly in
relation to the use of online platforms such as Facebook and Twitter, which have
become an integral part of communication with the public (Williams et al., 2019).
The theory of emotional labour describes the process that occurs when the
‘trained management of feeling’ becomes an intrinsic part of an individual’s
employment, with ‘women...more likely to be presented with the task of master-
ing anger and aggression in the service of “being nice”” (Hochschild, 2012, p. 24).
Whilst Hochschild’s original study, published in 1983, investigated the feelings
and experiences of women working in the airline industry, the theory provides an
important insight into the multiplicity of emotional support tasks that are cur-
rently demanded of women in the course of their employment (Fessler, 2018), and
the ‘emotion regulation that occurs within work contexts’ (Zammuner & Galli,
2005, p. 251). Research exploring the link between emotional labour and social
media has highlighted how the use of Twitter ‘means that boundaries become
blurred, and discussions can cross between the professional and the personal with
no clear distinction between the two’ (Bridgen, 2011, p. 3), with the line between
‘work’ and ‘non-work’ are increasingly indistinct (Smith Maguire, 2008).
Research by Wajcman et al. (2008), which details how women often use tech-
nology to break down barriers between work and family life, makes a similar
link with emotional labour. This study suggests that whilst women are largely
successful in maintaining the multiple necessary boundaries between the roles
of caregiver and employee, the presence of technology, such as mobile phones,
means that employees are always ‘on duty’ and that the separation between work
and leisure time is increasingly amorphous. The huge changes in work patterns,
originally necessitated by the Covid-19 pandemic (Akande et al., 2020; Kong
et al., 2022), now seem to be firmly entrenched (Vyas, 2022). Amongst the many
alterations to routines post-Covid is the shift to ‘working from home’, which was
originally the consequence of numerous enforced lockdowns, but which now has
become the norm for employees in both public and private sector organisations
across the globe (Vyas, 2022; Williamson, 2022). The growth in hybrid working
has seen an increasing reliance on online tools, hastening the process by which the
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internet becomes further ingrained in daily life (Wessels, 2010), with the delinea-
tion between online and corporeal activity rapidly disintegrating (Harris & Vitis,
2020). This emphasises the viewthat ‘you don’t do things on the internet — you just
do things’ (Patel, 2014, p. 1) and that the completion of tasks using technology
cannot logically be separated from other activities.

It is worth remembering that the growth in computer-mediated communica-
tion precipitated a change in how people worked, even before the rapid restruc-
ture of working patterns necessitated by Covid-19. The phenomenon of ‘peer
production’ provides a useful illustration of this change (Mandiberg, 2012). Peer
production is the term used to describe the co-creation of technical innovation,
journalistic content and political activism online (Kreiss et al., 2011). The system
has been applauded for operating outside traditional power relationships (O’Neil,
2014), providing some credence to the libertarian ideals that advocate that the
internet should continue to be organised outside of traditional rules or regulation
(Wessels, 2010).

However, work by Kreiss et al. (2011) has shown that the changed occupa-
tional patterns associated with the growth in peer production has negatively
blurred the boundaries between work and home that traditional bureaucracies
create for employees, adding to the emotional labour demands within these occu-
pations and methods of workplace organisation.

Furthermore, it is not just within the shift to online working that emotional
labour is a factor. When women in public facing occupations become the target
of online abuse, this further exacerbates the weight of emotional labour that must
be managed (Lewis et al., 2017). In their study of women academics, Veletsianos
et al. (2018) showed how female scholars often face an expectation from uni-
versity management that they actively engage in the online space. However, in
common with employees in other public facing occupations (Todd, 2017), this
frequently leaves them open to abuse:

I said something about women in science (I am a chemist). I got a
barrage of abuse targeting both me and my daughter (not my sons,
whose photos are also on my feed — they were never mentioned) — it
was mostly variations of ‘fuck off back to the kitchen’. It went on
for months and every time it started up again men would encour-
age others to join in (Lewis et al., 2017, p. 1471).

The need to not just navigate online abuse but to actively manage online
vitriol and threats necessitates a new form of emotional labour, where energy
must frequently be invested, during a typical working day, to protect, respond or
ignore (often multiple) instances of abuse (Kerr & Lee, 2021; Veletsianos et al.,
2018). Indeed, the very act of ‘coping’ with online abuse and harassment requires
recipients to manage their emotions in order to lessen its potential to cause harm
(Lewis et al., 2017):

It’s something I experience quite often, and just for being a
feminist. On an almost daily basis I have to deal with messages
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from men, many of which contain pictures or content that’s sexual
and unwanted. It upsets me greatly, but I’ve gotten used to it and I
can’t afford to let it upset me (Lewis et al., 2017, p. 1474).

Safety Work

The different strategies that women in the public sphere engage in, in order to
successfully navigate a way through the online abuse they receive, is a mani-
festation of a range of measures that women employ to protect themselves in
the public space. Coming under the term ‘safety work’ (Vera-Gray, 2017), this
description details the activities that women employ on a daily basis to pro-
tect themselves from the risk of sexual harassment, sexual assault or rape. Such
measures enacted in the offline world may include avoiding public transport
after dark, taking a different route home from work, or wearing sunglasses or
headphones to avoid attracting attention (Vera-Gray & Kelly, 2020), all taken in
a bid to evade the persistent threat of habitual gendered violence (Stanko, 1990).
Whilst some have claimed that such strategies serve only to increase women'’s
fear of crime (e.g. Ferraro, 1996), it has been argued that rather than presenting
a futile overreaction, such safety work actively protects women from victimisa-
tion (Vera-Gray & Kelly, 2020). Kelly (2013) defines the online space as one
conducive to abuse, citing a lack of regulation, the reduced status of women
online and a large pool of potential targets, echoing the finding that as activity
on social networking sites has grown, so too has the incidence of online abuse
(Jane, 2017a). The expansion of abuse from the corporeal public sphere into
the online space has provided a new location for abuse (Iudici & Girolimetto,
2020), which is causing women to employ similar safety work measures to pro-
tect themselves. What is striking here is just how visible the parallels are with
the explanations provided for the gender-based violence of the 1970s and 1980s,
discussed in Chapter Three. For the historical battles that second wave feminists
fought to win recognition of the malign treatment of women some 50 years ago
echo resoundingly with experiences of the treatment and reporting of online
abuse in the present day. At the same time, there are also corresponding similari-
ties between women’s experiences of sexual harassment in public spaces during
the same period and the sexual harassment that women now encounter online
(Vera-Gray & Kelly, 2020).

By adopting the definition of sexual harassment as a ‘spatial expression of
patriarchy’ (Valentine, 1989, p. 309), it is possible to view the online space as
a hostile environment that women are overwhelmingly likely to find ‘cold and
threatening’ (Christopherson, 2007, p. 3052). This is deliberate, as it is the explicit
intention of those who engage in acts of online abuse to actively reinforce wom-
en’s exclusion from the public sphere (Vera-Gray & Kelly, 2020). Furthermore,
Vera-Gray (2017) suggests that for those researching the issue of online abuse,
including women academics and journalists, the emotional labour invested in
such investigations is doubled, as ‘not only is there work to be done in manag-
ing the research subject (and our own position in relation to it), but we have to
conduct both work to manage our responses to our own experiences and histories
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of men’s violence, as well as safety work, that is the work of managing one’s own
safety in relation to men’s practices’ (Vera-Gray, 2017, p. 73).

Conclusion

This chapter provides a contemporary description of the public sphere, and the
role that women play within it; which will be used to underpin the empirical
chapters that follow. It highlights how, whilst consistently making up more than
half of public sector employees in the UK (Miller, 2009), the number of women
holding senior roles in public facing occupations remains below parity, with
consequences for women who undertake these roles. The coalescence of theories
of the public sphere and gender-based violence seeks to actively reinforce
women'’s exclusion from the public realm (Vera-Gray & Kelly, 2020). This chapter
is the last of the three theoretical chapters in this monograph. Moving forwards,
the different interdisciplinary lenses provided by this analysis of the combined
corpora of computer-mediated communication, gender-based violence and the
public sphere will be applied to the empirical evidence provided by women work-
ing across the public sphere occupations of academia, journalism, policing and
politics.



Chapter Five

‘Keep Your Head Down and Shut
Up’ — Exploring the Seven Elements
of Online Abuse

Abstract

This chapter introduces the empirical research undertaken with women
working in academia, journalism, policing and politics. It outlines the seven
elements of online abuse, which were found to be present (in whole or in
part) in every instance of online abuse. These are defamation, emotional
harm, harassment, threat, silencing women'’s voices, belittling and under-
mining women and the criticism of individuals’ appearance and other
physical characteristics. Each of these seven elements is further analysed
using the empirical evidence provided in the testimony gained from 50 semi-
structured interviews with women serving in public facing occupations.

Keywords: Defamation; emotional harm; harassment; threat; silencing;
belittling; appearance; age

Introduction

This chapter introduces empirical evidence of online abuse gathered from women
working in the public sphere. There are two types of research material presented
here: ‘traditional’” qualitative data drawn from 50 semi-structured interviews car-
ried out with women working within academia, journalism, policing and politics
and the qualitative analysis of a Twitter corpus that was collected in real-time
between January and June 2020. Combined, these data provide a detailed account
of the realities of engaging professionally in the online space.
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Chapter Three established a coalescence between theories of gender-based
violence and online abuse, leading to the identification of six pervasive elements
of online abuse: emotional harm (Dragiewicz et al., 2018), harassment (Bailey
& Burkell, 2021), threat (Jane, 2014b; McGlynn et al., 2017), belittling (Camp,
2018), silencing (Galpin, 2022) and criticism of appearance (Backe et al., 2018).
This chapter provides further evidence of the presence of these six elements in
every episode of online abuse and, crucially, adds a seventh — defamation. These
seven elements accurately portray the experiences of women working across the
public sphere interviewed for this research and can be further mapped onto the
Twitter dataset.

Outlining the Empirical Data

The empirical evidence is drawn from 50 semi-structured interviews held with
women employed in academia, journalism, policing and politics. These interviews
were held both in person and via Zoom during the spring of 2020, with women
based in the UK, the EU and the USA.

Twitter Data

Data were also gathered from tweets directed at women employed in the four
occupational groups. This captured three ‘“Twitter storms’ experienced by a Mem-
ber of Parliament’, an academic and a journalist, as they occurred in real time.

A Twitter storm is described as ‘a sudden spike in activity surrounding a cer-
tain topic on the Twitter social media site’ (Technopedia, 2013, p. 1). As Morello
(2015) has highlighted, such storms often arise from nowhere and can have pro-
tracted consequences, being swiftly disseminated across the social media platform
as a result of multiple tweets and retweets (Pfeffer et al., 2014; Vasterman, 2018).
By focusing on these storms of communication, it was possible to illustrate the
scale and ferocity of the tweets that are frequently sent to high-profile figures as
a result of their engagement in public discourse. By performing a word frequency
search across the dataset, it was possible to gain an insight into the tone of the
tweets found in each of the storms. When viewed in isolation, these words and
phrases often appear unremarkable. However, when read together, these tweets
convey a wider derogatory culture that frequently denigrates women’s appear-
ance, experience, knowledge and opinions.

API research is ‘a type of investigation based on the information collected
by social media platforms and made available through standardized commands
to query, filter, format and download such information’ (Venturini & Rogers,
2019, p. 533). Following the takeover of Twitter by Elon Musk in October 2022
(Rohlinger et al., 2023), free access to the Twitter API for research purposes was

'At the time of data collection.
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withdrawn, leaving this manner of data analysis now financially beyond many
academic researchers.

Much of the social science research conducted using an API has been quan-
titative in nature, focused on analysing the volume of tweets on a given issue
(e.g. Gorrell et al., 2020; Micalizzi, 2021). Whilst acknowledging the contribution
made by this approach, this study provides a qualitative examination of the con-
tent of tweets sent during three separate storms of activity, recognising the benefit
to be gained from an in-depth analysis of this data (Humprecht et al., 2020).

Software was employed to collect the tweets that named any of the women
contained within a sample frame of 200 individuals who had (a) an active online
presence and (b) who belonged to any of the four occupational groups being
investigated. Data were collected between 1 January 2020 and 30 June 2020. Com-
piling the data in this way made it possible to identify and analyse three ‘“Twitter
storms’. The software used to interrogate the Twitter API simultaneously tagged
the tweets sent to the sample frame that contained obscene or unpleasant termi-
nology, as defined by Ofcom (2016). During the six months that API data were
harvested, over 25 million tweets were collected, creating files amounting to some
2GB in size. The data were then output as text files and analysed using NVivo
data analysis software.

Storm 1: Politician — 3 February 2020

The first storm scrutinised involved Tracy Brabin MP. On 3 February 2020, the
then Shadow Secretary of State for Culture, Media and Sport raised a point of
order about Brexit at the Despatch Box (Rawlinson, 2020). As she did so, the
broken ankle that she had sustained the previous day caused her to stumble, and
her dress to fall forwards, exposing her left shoulder (PA Media, 2020). The image
was captured on camera and prompted the tweet, as shown in Fig. 2. This tweet
was sent at 18:00 on the day of the incident.

Tweet text: “Is this really appropriate attire for parliament? @TracyBrabin
#DressStandards.

Image included in tweet: A screenshot of the BCC Parliament broadcast
showing British politician Tracy Lynn Brabin speaking in the House of Com-
mons, wearing a black top that shows her right shoulder.

Fig. 2. Tweet Sent to Politician, 3 February 2020. Link to image: https://theweek.
com/105540/tracy-brabin-what-are-the-conduct-rules-in-the-commons

This tweet generated a total of 55,368 tweets over the following three days.
In contrast, the MP’s Twitter feed normally received an average of 90 tweets per
day. In response to the growing storm, at 15:55 on 4 February, Brabin tweeted the
comment, as shown in Fig. 3.
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Tweet text: “Tracy Brabin MP @TracyBrabin: Hello. Sorry T don’t have
time to reply to all of you commenting on this but I can confirm I'm not....
A slag

Hungover

A tart

About to breastfeed

A slapper

Drunk

Just been banged over a wheelie bin.

Who knew people could get so emotional over a shoulder... [eye rolling
emoji]”

Fig. 3. Politician’s Response on Twitter.

This gave rise to yet more tweets, many of which were retweets of Brabin’s
comment, in support of her stance. Many of the negative tweets coming after
15:55 on 4 February were sexualised, suggesting that Brabin’s robust response
unleashed a gratuitously sexual invective, as illustrated in Fig. 4.

Tweet text: “It’s not the shoulder. It’s the fact it hangs over showing off your
breast area. It is not appropriate and unprofessional. Look like you’ve just
had a quickie and rushed to get dressed

Fig. 4. Sexualised Tweet Sent to Politician.

Storm 2: Academic Commentator: 21 February 2022

The second storm occurred between 21 and 23 February 2020 and targeted the
US academic and writer, Jude Ellison Sady Doyle’. Doyle is a prolific user of
online platforms and has been the target of online abuse on several occasions
(Doyle, 2011). They are also a prominent supporter of the Democratic Party and
have in the past championed both Hillary Clinton (Crockett, 2016) and Elizabeth
Warren (Doyle, 2020) in their respective Presidential bids. On 21 February 2020,
they tweeted about their experience growing up with an aggressive father, and
how this made them fearful of verbal hostility, as a reference to their dislike of the
then candidate for the Democratic Party nomination, Bernie Sanders. The tweet
is provided in Fig. 5.

%At the time of this analysis, Jude Ellison Sady Doyle was known as Sady Doyle.
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Original tweet text: “I’'m sorry you don’t like it when Bernie yells, but not all
of us grew up in frigid WASP homes!!!”

Reply tweet: “Sady Doyle @SadyDoyle: Once, my dad spent a few hours
making a pot roast, and when he thought it was slightly overdone, he picked
up each plate on the table and flung it at the wall. We didn’t get to eat that
night. Yeah, I guess you were lucky that your associations with men yelling
are positive.”

Fig. 5. Tweet Sent by Academic, 21 February 2020.

The tweet generated a total of 14,485 tweets over three days. Doyle usually
received an average of 355 tweets per day.

Storm 3: Journalist: 25 April 2020

The third storm occurred between 25 and 27 April 2020 and targeted the journal-
ist Naga Munchetty. On 25 April, she was presenting the television show ‘BBC
Breakfast’, between 06:00 and 09:15. At 10:01, she was sent the tweet in Fig. 6.

Tweet text: “I'm not known for my own sartorial elegance but why would
anyone like Naga Munchetty feel the new to wear high-heeled shoes like
these on a BBC TV breakfast news programme? Discuss...

Image in tweet: A screenshot of the BCC Breakfast Show, showing presenter
Naga Munchetty on set wearing stiletto heels.

Fig. 6. Tweet Sent to Journalist, 25 April 2020.

This tweet (Fig. 7) generated a total of 32,929 tweets over three days. In con-
trast, the journalist’s Twitter feed normally receives an average of 150 tweets
per day.

At 17:07 on the same day, Munchetty replied with the tweet, as shown in Fig. 7.

Tweet text: “Naga Munchetty @BBCNaga: Because [ want to.”

Fig. 7. Journalist’s Response on Twitter.

In a repetition of storm one, Munchetty’s response gave rise to yet more
tweets, and, in common with the support shown to the politician, it is likely
that the retweets of Munchetty’s response occurred in support of the journalist.
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The pivoting of both these loci for abuse into (somewhat) supportive environ-
ments has strong parallels with the work of Micalizzi (2021), and the identifi-
cation of Twitter as a possible site for the advancement of public discourse on
the sociocultural construction of the role of women. Additionally, a considerable
amount of abusive language was used to criticise the individual who sent the
initial tweet. This highlights how abuse storms can become multi-directional.

Adding Defamation to the Typology of Online Abuse

The opening chapters of this book have illustrated how receiving online abuse has
multiple impacts. Nevertheless, one consequence that has attracted limited consid-
eration thus far is the effect that online abuse can have on an individual’s profes-
sional standing within their chosen occupation and the wider community. Having
a strong professional reputation is important for all those working at a senior
level. However, there is evidence that this reputation building is particularly cru-
cial for women as they seek to break through the ‘glass ceiling’ (Palmer & Simon,
2010, p. 22) that persists in many occupations (Aaltio et al., 2008). To achieve a
position of power and then risk having that standing undermined by online abuse
is both personally and professionally damaging. For the purposes of this discus-
sion, the definition of defamation that has been applied is the one provided by
Marwick and Miller (2014, p. 9), namely that ‘defamation is the communication
of a false statement of fact that harms the reputation of a victim, and includes
libel, which covers written published statements, and slander, which covers spo-
ken statements’. The three most common professionally damaging defamatory
attacks recounted by interview participants were attacks on their integrity, their
abilities and the accusation that an individual was a ‘traitor’. The women targeted
in the three Twitter storms were similarly subjected to abuse that denigrated their
professional reputation. Angelotti (2013) highlights the challenges presented to
existing laws on defamation by computer-mediated communication, emphasising
how Twitter has ‘increased the pressure of being first to publish, often to the det-
riment of truth and accuracy’ (Angelotti, 2013, p. 432). In addition (in one of the
few articles to reference defamation in the context of online abuse), Watts et al.
(2017) suggest that the level of harm caused by ‘cyber-bullying’ may lead vic-
tims to seek civil redress although Marwick and Miller (2014) confirm that such
cases are rare. However, in an indication of the lack of consensus on this issue,
Lidsky (2000) warns against the use of defamation law in an attempt to stop the
spread of online falsehoods, expressing concern that to do so risks endangering
the public’s right to free speech. This work has clear echoes of the wider debate
on internet freedoms first discussed in Chapter Two.

Women interviewed for this study confirmed that the questioning of an indi-
vidual’s integrity occurs both as direct accusation and as an implied slur. The
articulation of allegations was frequent and often felt relentless.

[ receive online abuse] basically challenging my ethics, or the way
I operate, or that I have neglected my duty. (Karen, Senior Police
Officer)
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An academic working in biological sciences spoke of the unexpected conse-
quence of winning a large research grant:

I got some blow back [online] saying ... what a horrible use of
money ... suggesting that I would use the money irresponsibly.
(Eileen, Academic at a European university)

Politicians often found their integrity being impugned in relation to financial
impropriety, particularly if they had expressed an interest in supporting external
organisations:

They said I was taking money from the [utilities] industry, which
was nonsense. I was a water company shrill; I was this, I was that,
and it just went on and on and on. (Patricia, Member of Parliament
until December 2019)

Whilst occurring over a decade (and five parliaments) ago, the parliamentary
expenses scandal of 2009, when the Daily Telegraph newspaper discovered a web
of illegal claims for public money made by MPs (Crewe & Walker, 2019), con-
tinues to negatively affect the way that politicians are perceived. This is often
expressed in the online abuse they receive, with their financial integrity frequently
questioned. One former MP illustrated this:

When they talk about, expenses, I never coined anything other than
accommodation and my train fare, but when they talk about MPs
expenses, if you count the fact that you've got to rent an office
and buy equipment and all the rest of it, then if you count that as
expenses, it can come to like a huge amount, but it’s actually running
two businesses if you've got two offices. But the abuse doesn’t recog-
nise that. (Lauren, Member of Parliament until December 2019)

This echoes the work of Bishop (2014), who found that the then Conservative
minister Esther McVey MP received a considerable amount of online abuse relat-
ing to expense claims:

In the case of the person who posted about Esther McVey, they
used it as an opportunity to express their dissatisfaction of her as
a Conservative Party politician, such as references to her complet-
ing ‘expenses’ forms and pejoratively calling her a ‘“Tory’. In fact
such allegations were unfounded as McVey entered Parliament after
reforms had been made to deal with the ‘expenses scandal’ (Bishop,
2014, p. 120).

The Twitter storm involving politician Tracy Brabin included 33 separate ref-
erences to financial integrity over the purchase of the dress she was pictured wear-
ing. A summary of these is provided in Fig. 8.
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Fig. 8. Anonymised Summary of Tweets Referencing the Expense Claims of
Tracy Brabin MP.

The analysis of the Brabin storm identified a wider range of potentially
defamatory tweets, many of which focused on Brabin’s previous occupation as
an actor. Almost nine thousand of these tweets also referred to prostitution. This
illustrates the enduring notion of acting as a profession akin to sex work, which
dates back to the 17th century (Rosenthal, 2007). An example of four of these
tweets is provided in Table 2.

As well as questions about their integrity, women also found their professional
abilities under constant scrutiny:
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Table 2. Tweets Referencing Prostitution.

Tweet Time Stamp Tweet Contents

04/02/20 10:07:05 She looks like a 50p whore
04/02/20 10:54:02 Put some clothes on love, you look like a tart!

04/02/20 12:06:52 You look like you’ve been in a broom cupboard
with Bercow’s wife! Is it really appropriate to go to
Parliament dressed as a veteran hooker?

04/02/20 12:11:08 Actresses and prostitutes were once much the same
thing. Some would say they often still are. Still, the old
tricks come in handy when she has to go and pick up the
postal votes. She’s 50 years too old for that crowd but
they’re not fussy

A number of accounts, all of them anonymous, literally every time
I say anything, say I'm stupid, I'm naive, that the comments I make
on behalf of the organisation are inaccurate. So there’s that very tar-
geted abuse: every time you say anything, we’re going to say you're
wrong. (Sarah, Senior Police Officer)

Sarah’s contribution confirms the enduring nature of sexism within policing
(Brown, 1998). Long before the advent of online abuse, Berg and Budnick (1986)
highlighted how the traits of competence and technical proficiency are more com-
monly attributed to male officers. Similar experiences were shared by women in
other professions:

A stream of stuff that comes through ... undermining me in my role,
telling me I'm stupid or don’t deserve to be in the role I'm in, that

kind of stuff. (Wendy, Local Councillor)

Several participants recognised that the treatment that they had received had
parallels with gender-based violence experienced in the offline space:

People on message boards started suggesting that I made up ... the
incident for attention. That there was this huge attention seeking merit
around it, which is of course the same kind of narrative used when women
voice sexual assault offfine. (Christie, Academic at a UK university)

Spreading lies and misinformation is a form of abuse as well, because
that is bringing to that person’s door even more anger. (Constanta,
Political Staffer)

A specific epithet that arose repeatedly was the use of the word ‘traitor’,
which was frequently directed at politicians during the various Brexit debates in
Parliament. Many politicians felt that this exacerbated the febrile atmosphere
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that they were navigating prior to Britain’s exit from the European Union in 2020.
This word, which does not appear on the Ofcom list of offensive terms (2016),
nevertheless had a deleterious impact on those to whom it was targeted, as three
women explained:

The tone and the nature of the aggression [of the online abuse],
the far right, the use of terms like traitor and betrayal. (Phyllis,
Member of Parliament until December 2019)

Patricia, who was a Member of Parliament until the General Election of 2019,
made a direct link between the abuse that she received online and the abuse she
faced in the street:

There’s a lot of online abuse, like in that period outside of Parlia-
ment when we had all those demonstrators and it got very difficult
at one point to walk down the street without people shouting after
me, and being told I was a traitor. (Patricia, Member of Parliament
until December 2019)

Whilst Patricia’s evidence is compelling, such an assertion should be treated
with a certain amount of caution, as there is no direct evidence linking the two.
Similar evidence was provided by a political staffer:

She got an email Christmas card and when I opened it up it said
you're a traitor to your race, the white race is rising, Brexit has
arrived. (Constanta, Political Staffer)

Obviously, the term ‘traitor’ is not in and of itself, an abusive one. However,
when weaponised in a politically febrile environment, and combined with racist
jibes, as is evidenced here, many of the participants felt that it contained a poten-
tially dangerous message. This was presciently explained by the daughter of a
serving politician, writing at the height of the Brexit debate in Parliament:

I am scared. I am scared when I scroll through the replies to her
tweets calling her a liar and a traitor. I am scared when our house
gets fitted with panic buttons, industrial-locking doors and explosive
bags to catch the mail ... Even if we disagree with our politicians,
when was this something we actively wanted to hurt them for?

This whole thing has gone too far. When people start getting hurt,
that is the moment we should step back and ask if any of this is
even worth it. All the anger and the screaming and the taking sides.
The traitors and the liars and the surrendering (Cooper, 2019, p. 1).

What Cooper (2019) describes is the concern that many women in public fac-
ing occupations feel, namely that the changes to the nature of public debate, the
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switch from robust discussion to violent invective, contains within it a threat to
the safety of women that mirrors the threat posed by gender-based violence in the
private sphere.

Whilst there is clear evidence that defamation is a recurring element of the
online abuse directed at women in public facing occupations, there have been very
few cases of defamation brought before the courts (Marwick & Miller, 2014).

Emotional Harm as an Element of Online Abuse

Emotional harm is another element of online abuse and is by far the biggest conse-
quence of such communication. The variety of issues raised under this topic have
been grouped into three themes: the effect on an individual’s wellbeing, the wider
impact of emotional harm on the person targeted and the repercussions of the
emotional harm as it relates to others, such as family members, friends and staff.

1 don’t know anyone who's trying to do socio-political activism who’s
not utterly ground down to a paste from having to deal either from
active abuse or the fear of abuse and having to tie themselves into
knots and take elaborate measures to avoid it. (Sophie, Academic
and Journalist, USA)

I knew that all that abuse would continue [after the election] and I
was expecting my majority to go down to a couple of thousand, and
1 thought they’ll keep coming, they’ll smell blood and all I used to do
was get bullied, permanently. It was absolutely horrendous. (Phyllis,
Member of Parliament until December 2019)

These interviews reveal the scale of harm caused by online abuse, echoing ear-
lier literature (e.g. Hodson et al., 2018; Jane, 2017a; Mantilla, 2015). Once again,
there were considerable similarities shared by the four occupational groups. Reit-
erating the quote from Phyllis, many women described online abuse as a form of
bullying:

It really is bullying. A lot of my abuse is from people that are not my
constituents. I actually can’t think of another way of describing it.
They’re bullies. And I think the traits of a bully are very cowardly.
(Jill, Member of Parliament)

Other women spoke of their bemusement regarding online abuse and ques-
tioned the motivations of those sending it:

Why do people have this desire to do this to strangers, to insult, har-
ass and bully strangers? Is that just innate in humanity and has the
internet just created a process to finally let it out, or is it something
about the internet that encourages it? Why do they do that? What
are they getting out of doing that? It’s just bizarre. (Jacqueline,
Academic at a UK university)
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Wendy felt that often, the sending of abuse was an end in itself:

People don’t want me to reply, they don’t expect a reply, it’s just
abuse. And I think that’s changed. Before, even if it was like some-
thing at a level I would consider abuse, it would be in anticipation
of a response. Whereas now, I don’t think these people even want a
response, they just want to fling mud. (Wendy, Local Councillor)

Another participant wondered if there had been a change in the social or polit-
ical climate that had led to a greater tolerance of abuse:

I think it has become more permissible to talk about stuff that has
previously been less acceptable, and it’s more socially acceptable to
say something really nasty. Now I think people feel that open per-
mission to say more stuff. (Karen, Senior Police Officer)

Sometimes, the motivation for online abuse was political.

There was an attempt ... in 2013, when a Liberal Democrat council-
lor who’d gone to UKIP, started trying to bully me and undermine me
online, because of council cuts, as though that was my fault. (Patri-
cia, Member of Parliament until December 2019)

Politically motivated abuse is a particular problem for women politicians, and
crucially, the abuse is not restricted to one specific political party or ideology.

Another characteristic of online abuse discussed was the sheer nastiness of
many of the comments:

There were some who almost pretty much any time I put a tweet out,
would give me some sort of sneering comment and wind people up.

The abuse was more misogynistic, it would be absolutely vitriolic ...
it was so horrific. (Stacey, Senior Police Officer)

Sometimes, abuse sent via online platforms was consolidated with abusive
emails:

1 definitely got emails that said things like you're a stupid bitch, you
should kill yourself. (Jacqueline, Academic at a UK university)

The abusive tone of much online abuse was similarly raised by others:

When I started looking at the online abuse, I was really shocked and
dismayed at the amount of swearing, huge amounts of negativity,
political criticism, insults, rudeness, just nastiness, that were on my
profile. (Beth, Member of Parliament until December 2019)
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I don’t expect to receive absolute, misogynistic, homophobic, abso-
lute hate of my sheer existence. (Karen, Senior Police Officer)

There’s one guy in particular who essentially told me to burn in hell,
where at least I'll see my dead dad again. So that was nice. (Simone,
Member of Parliament)

A significant factor in the emotional harm engendered by online abuse is the
fear that it generates. This seemed to be a particular issue for politicians who had
lost their seats in the General Election of 2019. This is unlikely to be coincidental,
as these constituencies were often the areas where debate was most polarised, and
consequently, where levels of online abuse were highest. The women in these seats
often had little protection afforded to them in terms of a litany of staff and extra
security, leaving them feeling more vulnerable than those holding Front Bench
positions.

I got to the point where I was genuinely fearful about going on the
train, fearful of walking my dog, fearful of going to events ... social
media had made me feel unwanted in my home, it made me feel that
I couldn’t go to the pub because I didn’t know who was sitting at the
table next to me. I didn’t want to go anywhere on my own. (Phyllis,
Member of Parliament until December 2019)

So, there was about three months where I didn’t go to the constitu-
ency on my own at all. I just didn’t go there because I was too nervous
about staying overnight in the house. And it was at that point that
we had all the panic alarms installed, which was being done as part
of a parliament security upgrade, but that was my absolute priority,
to get the panic alarms in that house. (Beth, Member of Parliament
until December 2019)

I'would have a wobble about my security, probably once a year, when
I'd see something online that really scared me ... there'd be that one
day a year I'd just need to hide from the world because I was scared
about someone hurting me. (Caroline, Member of Parliament until
December 2019)

Issues around safety were not confined only to women involved in national
politics and affected politicians serving at a local level. Kerry spoke of her fears
as a Muslim woman representing a local council ward in an inner city:

I have seen people online, saying things like ‘what’s [NAME OF
CITY] doing, electing you know, people’, and using the ‘n’ word. But
if that became physical then I would be really worried. I do actually
worry that if someone attacks me and says, you know, that woman,
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or ‘n’ woman that lives there is a councillor. And if the EDL® comes
to me where I live, then if they do find out that it’s a politician that’s
Black, why have they elected her, then they could attack somebody in
the street, that looks just like me. (Kerry, Local Councillor)

It is worth noting, however, that fears around personal safety were not solely
limited to politicians. Police officers, academics and journalists had all received
threatening online abuse as a result of their role:

My role as Hate Crime Coordinator and the abuse [I received] ... I
was fearful of further abuse. (Anna, Police Officer)

Christie spoke about the abuse she received as a consequence of researching
the growth of the involuntary celibacy (Incel) (Ging, 2019) movement in the UK:

That was the first time I was properly made to feel scared and that
there was a real concern _for my physical safety. (Christie, Academic
at a UK university)

Similar fears were expressed in regard to activity in the USA:

And then really with the rise of Trump ... the anti-Semitism online
has been ... fucking terrifying but it’s also been fucking terrifying
offline. (Sophie, Academic and Journalist, USA)

The emotional fallout of receiving online abuse was highlighted by Beth:

Certainly in the last year it became quite physically threatening, and
the spill over between the Twitter threats and abuse and what was
going on outside our workplace ... those lines became blurred, and
we felt under psychological and physical siege. (Beth, Member of
Parliament until December 2019)

A consequence of the fear discussed here is that women begin to make choices
about the sort of work they will be involved in, limiting both their own career
choices (and potential advancement) and the coverage of socially important
issues, as Ann, an academic and journalist based in the USA, explained:

Right now, in the United States ... women journalists who I've spoken
to really would love the opportunity to write about white supremacist
extremism. But they don’t, because of their profound worries about
their own personal safety. (Ann, Academic and Journalist, USA)

3 English Defence League, a Far-Right political organisation.
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Being exposed to violent invective has an impact on many aspects of an indi-
vidual’s life. These long-term psychological consequences were discussed by two
women who had been involved in particularly high-profile political campaigns:

I think that one of the reasons I burnt out was my experience that
being in politics, in particular in politics in an age of social media, is
that you are required to have a persona ... and that online persona
always has to be ready for the battle and the fight that is involved
online. I felt like the person that I was having to be was further and
Sfurther away from who I really was, and that the person the people
saw was not the person that I really was. But I didn’t have any choice
in it. (Klaudia, Politician in Scotland)

Every time I did go into Twitter, which I had to do for work, I would
be faced with this absolute wall of abuse. All designed to make you
feel crap about yourself and your abilities. You have to build far
greater resilience to deal with that, and I talked quite openly about
this at the time, that my fear was, as much as I was able to give
myself the emotional armour to protect myself, what was the price
of that? Was it empathy, were you less willing to feel other people’s
experiences because you'd built up so many barriers to protect your-
self from it? (Julia, Politician in Scotland)

The theory of emotional labour, where the ‘trained management of feeling’
(Hochschild, 2012, p. 24) becomes an intrinsic part of an individual’s employ-
ment, is evident in the experiences detailed here. Indeed, this evidence suggests
that the effort expended on managing the emotional response to online abuse is
even greater than the emotional labour demanded in the workplace described by
Hochschild (2012); with it subsuming many parts of an individual’s existence.

Sophie highlighted the degree of emotional labour that women in public fac-
ing occupations undertake, both individually and collectively, to manage the
onslaught of online abuse that is received. An important part of Sophie’s contri-
bution is the assertion that, just like in the forms of emotional labour Hochschild
(2012) discussed in her original study, there is very little recognition of this work.

Somebody needs to be doing this work and the [tech] companies
aren’t doing it, and so we're all just picking it up and no one even
notices it’s getting done ... it’s just another form of unpaid women’s
labour.

Sophie then discussed the inequity of this situation:

We need to acknowledge that it is unfair that we have to think about
this ... we never talk about the emotional experience of this, we are
individually left to be alone with our experiences. (Sophie, Aca-
demic and Journalist, USA)
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One malign aspect of the barrage of online abuse is the relentlessness of the
situation, which adds to the emotional harm that it causes, as it feels inescapable.

It’s constant and exhausting and that’s even when you're not engag-
ing. (Sophie, Academic and Journalist, USA)

It affects my partner, who wanted to take on everybody who was
threatening me. We couldn’t get away from it ... No. We just can’t
get away from it. (Karen, Senior Police Officer)

Oh my God, it’s twenty-four-seven ... I think it’s too much. It’s really
too much. (Jill, Member of Parliament)

In addition to the emotional effort of managing online abuse, it is also hugely
time consuming;:

Often I just don’t gravitate toward it because I'm like ‘do I have the
energy to deal with the bullshit today?’ ... it’s exhausting. (Sophie,
Academic and Journalist, USA)

It was relentless. I think there was something like seven or eight
thousand responses, most of which were negative. (Samantha, Sen-
ior Police Officer)

It absorbed so much time and energy, it was so difficult to do
anything else. (Patricia, Member of Parliament until December
2019)

As Patricia expressed, many women in public facing occupations feel that the
need to monitor their online activity is hugely time consuming and creates a sub-
stantial burden, particularly for those with no support staff (Ward & McLough-
lin, 2020). In addition, the fatigue caused by the constant surveillance of social
media sites was linked to staff sickness and feelings of ‘burn out’. The impact of
online abuse is not just felt by the individual being targeted. The consequences of
this frequently violent invective can spread to family members, staff and even the
wider community. The fear is often felt most around the threat that is posed to
women’s friends and family members, as Peggy explained:

I took my son to an event in the constituency and ... I noticed he
was standing with his back to the wall by the door and I said, come
over here. And my son said, ‘I'm just going to stand here’, and I said
why, and he said, ‘because if I've got my back to the wall people can’t
harm me from behind, and if I'm by the door I can escape’. And I just
wanted to burst into tears that he feels that way. (Peggy, Member
of Parliament)
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The fear [I had] for my mother was just awful, truly, truly awful.
My stepfather dealt with it by learning self-defence. Because he was
scared, they were scared. (Caroline, Member of Parliament until
December 2019)

Somebody messaged me and said, it serves you right if your daugh-
ter gets raped in front of you. They made that physical threat to me
and to my family. (Agita, Member of the House of Lords)

Some felt that the threat posed to their family was so great that they put in
place safeguards to protect them:

I spoke to my daughter if I ever had to leave her alone because
I was popping out for something, I would say stay in my room,
lock the front door, lock the bedroom door and if anyone bursts
in, lock the bathroom door and jump out the window. You know, 1
drilled her into how to escape. (Beth, Member of Parliament until
December 2019)

One guy said, ‘protect your child, it would be a shame if something
happened to him in a few years when he’s going to school or some-
thing’, which was obviously horrible. The fact that he threatened my
child ... resulted in us having to go and have a conversation with my
son’s head teacher and my other son’s nursery manager, that’s not
a conversation we wanted to have. So, even if the guy didn’t intend
to do anything ... he had an impact on us in the physical world.
(Charmaine, Member of Parliament until December 2019)

Threats to family members, whilst more common amongst politicians, were
not restricted solely to this group, with academics, police officers and journalists
recounting similar episodes:

They’ve made so many comments about my ethnicity, they’ve written
about my family, my husband, my son ... what really bothered me
was to see family and friends mentioned on these white supremacist
sites, because obviously they didn’t ask for any of that ... (Linda,
UK-based journalist)

He sent WhatsApp messages ... And the day after he started writ-
ing stuff about my mother, that my mother was a horrible person,
stupid like me, he threatened my father a lot. I can never listen to
those audio messages from that night. But my lawyer said a lot of
actual death threats were to me and my father in those audio mes-
sages. That was the final incident. That’s when the police intervened,
and they sent him a formal restriction order. (Ranjit, Academic at a
European university)
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It does have an impact, a really big impact, on my family, particu-
larly on my daughter. She literally searches my Twitter account
every day. She doesn’t just look me up, she looks up what peo-
ple are saying about me and ... she really worries. The long-term
effects on people like her are really profound. (Sarah, Senior
Police Officer)

Several women felt a sense of responsibility for their loved ones being exposed
to online abuse:

I chose to enter public life. I chose to stand for Parliament. They
didn’t. None of them have chosen to do that. My kids, my grandkids,
my staff aren’t public figures. (Loretta, Member of Parliament)

In July 2017, in a speech which brought the online abuse received by politi-
cians to the forefront of public attention, the Labour MP for Hackney North
and Stoke Newington, Diane Abbott, read out a sample of the abuse received by
her office, during a debate on abuse and intimidation in UK elections (Hansard,
2017). One of the most striking observations that she made was when talking of
the impact of online abuse on her staff:

One of my members of staff said that the most surprising thing
about coming to work for me is how often she has to read the word
‘nigger’. It comes in through emails, Twitter and Facebook ....
I accept that male politicians get abuse, too, but I hope the one
thing we can agree on in this Chamber is that it is much worse
for women. As well as the rise of online media, it is helped by
anonymity. People would not come up to me and attack me for
being a nigger in public, but they do it online. It is not once a
week or during an election; it is every day. My staff switch on the
computer and go on to Facebook and Twitter, and they see this
stuff. (Hansard, 2017, Column 159WH)

The experiences Abbott recounted in this debate were familiar to contributors
in this research, who felt a sense of both concern and responsibility for their staff:

I get really protective. I go really mamma bear about our team.
I'm probably more protective of them. (Souad, Academic at a UK
university)

I worry about the wellbeing of my staff and actually that’s the thing
that will break me. The fact that I wasn't there when this bloke
broke into the office. It’s the only time that I've sat in my office in
Westminster and wept because it’s me, they’re conscripts to this life.
(Peggy, Member of Parliament)
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Once again, the most vitriolic and potentially dangerous attacks were directed
at the staff of politicians based in the more marginal constituencies, where debate
was the most heated.

I've always felt really worried ... because of social media, more
fearful for their sake. But also the impact on them for having
to trawl through it, having to see it all the time, I didn’'t see
half of what they did. (Phyllis, Member of Parliament until
December 2019)

We put in place a system where my staff would read my notifica-
tions, and it got to the stage where they stopped that because of
what it was doing to their mental health. We probably should have
stopped it earlier than we did. But because I wasn't seeing it, 1
wasn't aware. I think that for people that have never seen it, it’s a
shock ... and to wade through it was taking hours. (Charmaine,
Member of Parliament until December 2019)

Charmaine, Caroline and Beth each expressed concern about the impact
of online abuse on new or younger staff members, providing the following
illustrations:

For most of my staff, this was their first job in politics. So, they aren’t
necessarily used to that and so it’s hard for them. I think that some
of the people who probably end up bearing the brunt of the impact of
online abuse, are the staff of those in leadership or who are in senior
roles like being an M P. (Charmaine, Member of Parliament until
December 2019)

So, my staff who were amazing, incredible, and protective, they saw
all of that [the online abuse ]. We never published my office address,
after we saw what happened with Jo Cox*. My staff were always
with me, and therefore, they were potentially vulnerable. Their emo-
tional wellbeing [was being jeopardised]. In order to protect me,
they were seeing things that were just awful. (Caroline, Member of
Parliament until December 2019)

I was most concerned about my staff in the constituency
office because they’re the most vulnerable, and that’s where the
attacks tended to take place. (Beth, Member of Parliament until
December 2019)

*The assassination of Jo Cox, the Labour MP for Batley & Spen, in June 2016.
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The feelings of being overwhelmed and exhausted were shared by political
staffers, who often found themselves in the front line when dealing with online
abuse:

It was just, it was relentless, it really was relentless. (Constanta,
Political Staffer)

Once she was elected, it was absolutely impossible, because ... at
that point there were hundreds of comments every couple of seconds.
(Svetlana, Political Staffer)

Svetlana also revealed the impact that the role working for a high-profile
politician had:

1 think it’s the fact that it was every single day, it was draining ...
and I know, for my colleagues, it really did affect their mental health.
(Svetlana, Political Staffer)

Concern about the impact that receiving online abuse had on others was not
limited to family members and staff. An academic working in the field of sexual
violence felt a sense of responsibility towards her research participants when the
website set up for their use was infiltrated by men’s rights activists:

A bunch of comments came through from men ... who were saying
things like ‘this research is a waste of time’, to things like ‘this bitch
has no idea’ ... ‘what a cunt’. They even created a YouTube video
that seeks to make fun of the research, it was just so odd.

And then under the YouTube video there were then all of these com-
ments ... making fun of the research, making fun of the institutions,
and then just going off on a bit of a rant about how feminists have
lost the plot and are dirty and we bleed everywhere.

But then I [had] ... to disable the comments, because what started
to happen was that women who had previously left comments
saying that they wanted to participate or they were interested in
the project ... men started posting underneath their comments,
and so those women were being notified. The abuse wasn’t only
directed at me, it started to become directed at the other women
who had chosen to participate. (Jacqueline, Academic at a
UK university)

An MP in Scotland spoke about the responsibility she felt towards a company
in her constituency that became the target for online abuse as a consequence of
appearing in a social media post with her:
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I did feel terrible because I thought, here’s a local business, who's
facilitated a visit, and that’s what they’ve got for it. (Esther,
Member of Parliament)

Another MP reported a similar online attack directed at a volunteer at a local
food bank:

There’s this lovely guy who runs the food bank, and he’s like eighty-
six or something, and he’s not a [name of party], but he does go in
to back me. They’ll say, she’s done fuck all, blah, blah, blah, and he’ll
say oh, no, no, no, she’s done X, Y and Z. And then someone will say,
what do you know, I've looked at your profile, I could do what you've
done in fifty years in a year. You know, just really nasty. So, this poor
old man, and he’s lovely. So, I phoned him just to check he was ok.
(Jill, Member of Parliament)

Sometimes, simply being tagged by a politician caused a member of the public
to become the target of online abuse:

So, there’s a woman that I met at a mental health event ... and she’d
written this brilliant thing about how to cope with anxiety and so
I retweeted it and said this is brilliant, and she got back to me and
said, I'm so flattered that you have retweeted it and what you've
said, but could you remove it please because I'm just getting all this
abuse ... online abuse doesn’t just affect me, it’s very much like clas-
sic violence against women and girls, the first thing that they have to
try and do is to isolate you, to stop other people talking to you, to
stop people interacting. And that’s literally rule one of a domestic
abuser. It’s very, very similar. (Peggy, Member of Parliament)

As Peggy emphasises, the repercussions faced by women interacting with poli-
ticians on Twitter, evidenced here by an individual requesting to be removed from
prominence, provides another parallel with the silencing and ostracisation that is
a recognised feature of gender-based violence (Camp, 2018). This type of harm
is pernicious and enduring and illustrates how detriment can be caused to others.

Peggy expressed concern for the wellbeing of members of the public who
engaged with the online abuse that was directed at her. Recounting the experience
of meeting a constituent who was under the mistaken belief that she had called a
section of voters ‘stupid’, an accusation that she had proved to him was incorrect:

He said, well that’s not what I was told. I was told this, this, and this

.. and I read this on the internet, I read that. He was harmed by
that, because he is not a well person. So, it’s not just harming me, it
is harming vulnerable people who, the people who are doing it claim
to represent. Whereas all I want to do is help people. On a number of
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occasions I have dropped all charges against people who have liter-
ally threatened the life of me and my family, because I can see that
they are not the root of the harm. They are a product of it, just as
I am, and they are a victim of it just as I am a victim of it. (Peggy,
Member of Parliament)

When viewed as a whole, the testimony provided here reveals the scale of
harm being experienced by women across public facing occupations. The follow-
ing quote from Kerry encapsulates the feelings of many of the women spoken to
about the emotional harm inflicted by online abuse:

It doesn’t really matter who you are, as long as you're a woman
and a politician, people tend to forget that you're a mum, you're a
wife, you're a sister, you're a cousin, you're a friend. (Kerry, Local
Councillor)

Harassment

Whilst equally responsible for causing the sort of emotional harm to the indi-
vidual and wider community that is discussed above, harassment is nevertheless
subtly different. The accounts of online harassment provided here reveal a sys-
tematic campaign of intimidation targeted at an individual, which is frequently
perpetrated by one person or group. In this way, it has clear parallels with theo-
ries of gender-based violence outlined in Chapter Three. The harassment dimen-
sion of online abuse outlined here uses the framing provided by Walklate (1995),
which defines sexual harassment as a public manifestation of gender-based vio-
lence. Whilst not always overtly sexual, the harassment described here certainly
fits within Walklate’s (1995) typology, as a form of violence that is precipitated by
gender and occurs within public gaze.

One way in which online abuse becomes harassment is when multiple attacks
on an individual take place, orchestrated by either someone acting alone, or by
a group. Such attacks are increasingly common and had been experienced by
women across the four professions analysed. Tiprat, an Academic in the USA,
described what this means in reality:

Hordes of men, sometimes thousands, coordinate with each other on
various online forums, come together to attack a woman. (Tiprat,
Academic based in the USA)

Tiprat’s description certainly applies to the situation described by Linda, a
journalist in the UK, who finds herself the focus of orchestrated campaigns of
harassment whenever she has a book published.

When my first book came out, in 2017, which is on gender, I did get
some sexists and misogynists who targeted me. But it was when my
latest book came out last summer that I got a huge amount of racist
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abuse. A community of people online started to mobilise. One of
them made a YouTube video of me, where he pretended to be Indian
and tried to imitate me. That got taken down because there were a lot
of complaints. But he put it back on to BitTube, another platform,
not YouTube. (Linda, UK-based journalist)

Linda was not the only participant to have been the focus of such malign activ-
ity. Sarah recounted her experiences of harassment, both experienced by her per-
sonally, and those that she had been made aware of in an operational capacity:

At a countrywide level, whereas before there was social media ...
you could have an instance where somebody would abuse somebody
in the street it would be a one on one, or a one on five, or a one on
ten intervention, when it happens online, so many more people can
see it and therefore it becomes a much bigger thing more quickly. So,
I think it has a bigger impact on victims because they think they’ve
been more widely humiliated. (Sarah, Senior Police Officer)

The people who do it know that they are chasing you to your very
marrow. Everything you do, they are chasing you all the time and
never leaving you alone. And the ‘pile-ons’ are designed to make an
individual feel persecuted and overwhelmed. Then when they think
they’ve done their job, they back away. (Patricia, Member of Parlia-
ment until December 2019)

The phenomenon of multiple people orchestrating an attack was similarly
experienced by Linda, this time via a website for supporters of white supremacy:

The community of people who organise around this kind of intel-
lectual racism, they are quite small and they’re very global, so they
all know each other. In my last book, I did write about the rise of the
far right and some of these individual figures, so they targeted me as
a result of that ... then there was a lot of stuff on white supremacist
websites, mainly in the US, and that doesn’t really stop, that seems
to be ongoing. (Linda, UK-based journalist)

The perpetrators of orchestrated campaigns of harassment were not only
drawn from Far-Right organisations. They also emanated from small, local
groups, particularly in marginal parliamentary constituencies, where election
campaigning was especially intense.

What was really damaging, and I regret never really getting a handle
on ... Idon't know if I could, was community groups. So, there would
be like [village name] Uncensored, a community, gossip Facebook
site, and a similar group that covered [local town] and the admin
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on those would be horrendous and if any of our members went on
to defend me or push back, they got blocked, their comments were
deleted, and they were blocked. So, all this stuff was going to thou-
sands of people. I've never met these people. All I've done is try
and help people with their casework, try and be a good local MP.
(Phyllis, Member of Parliament until December 2019)

Sometimes things got to such a level of vitriol, so then you think
there’s probably some forum somewhere where somebody’s posted
the link and they almost agree to gang up, that is what the behav-
iour is like. And I don’t know what was on those horrible forums,
but I can’t help but feel that people are being radicalised and egged
on by others in a way that is much more than a random group of
friends that meet down the pub. People gravitate towards others
that are like them, so the people who are most extreme find oth-
ers who are extreme. (Charmaine, Member of Parliament until
December 2019)

There would be insults, so, if I did a media appearance, there would
be orchestrated troll armies, so people would put the message out on
their Facebook and then everyone would come off Facebook and pile
on to Twitter to attack me. Some of which were accounts that only
had two followers and had literally been set up in order to harass me.
(Beth, Member of Parliament until December 2019)

Whether orchestrated by groups within a well-financed and well-organised
network, or more organically created, where individuals sharing similar view-
points ‘pile on’ to add to the abuse being directed at an individual, the one thing
that these activities share is the ability to mobilise at speed, use multiple plat-
forms and exert a significant amount of pressure and distress upon an individual
(Thompson & Cover, 2021):

A video on Facebook doesn’t stay on Facebook. It goes to Instagram,
and it goes to WhatsApp, and then it went to Twitter. (Souad, Aca-
demic at a UK university)

There’s also a kind of abuse that I think is the hardest to get people
to pay attention to, which is a relentless deluge of negative content
from lots of accounts. Each person can look at their individual tweet
and claim ‘I am just criticising you’, but when you experience it from
hundreds and hundreds of people, and it’s organised online ... it’s
harassment. (Sophie, Academic and Journalist, USA)

There’s certainly good evidence that online people ... at the really
nasty end, find other people, someone who before the internet may
have just sat in their bedroom and thought dark thoughts, now they
find other people around the world thinking in similar ways and are
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affirmed and strengthened by that ... it probably does create more of
a physical risk. (Maria, Member of the House of Lords)

It [the abuse ] was clearly organised, that was the thing that made it
worse, the organised nature of it. That was what changed. (Patricia,
Member of Parliament until December 2019)

Peggy described the scale of a typical campaign of harassment:

It’s not just abuse, it’s harassment because it’s thousands of messages.

[...] I have a man who has sent me thousands and thousands of
emails. Originally, when I reported that to the police they went and
told him not to do it ... and it made it worse. And it is deeply misogy-
nistic, deeply racist stuff that this man sends me It is just horrendous.
Absolutely horrendous. And, when I say thousands, I mean it ... on
one occasion he sent me a hundred and twenty emails in twenty min-
utes. (Peggy, Member of Parliament)

Wendy and Simone each provided examples of orchestrated campaigns of
online harassment, illustrating how politicians at both a local and national level
are targeted for abuse:

He routinely posts screenshots of my profile and tells people to go
and give me abuse. And he’s got hundreds of thousands of followers.
What he did, the thing that I reported ... he had screenshotted my
profile on the tweet I put out, he blocked me so I can’t see it, I just
notice a spike in abuse ... and then I'll ask someone to go check his
profile and yeah, he’d screenshotted me. (Wendy, Local Councillor)

It doesn’t necessarily bother me if someone swears at me. That I can
take. But it’s when it’s a sustained and repeated tirade, that I think it
becomes abuse. There has been ... there’s one guy in particular who
responded to every single tweet I put out, with something incredibly
derogatory. (Simone, Member of Parliament)

Rose described how some pile-ons can emerge from nowhere, seemingly
sparked by a throwaway comment.

I got a massive pile on, to the point where I did something I've never
done before. I protected my [ Twitter ] account for a few days. There
wasn't a sustained trolling or a sustained campaign. It wasn’t coordi-
nated. It was just a massive pile on of people, a lot of them repeating
things that had already been said. If you dare say, [something is]
not as clear cut as that, then they’ll pile on and start. And otherwise
rational people tell you you're just like cruel and heartless and what
harm can it do. (Rose, Academic based in the USA)
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Contributors felt that such attacks were harmful, and had a detrimental
impact upon the individual, because they demanded time and energy, and were
ultimately a distraction from existing workloads:

We need an understanding of what this is, this is why this is not
benign, this is why this seemingly non-abusive pile on is in fact abuse.
(Rose, Academic based in the USA)

On certain topics, people pile on, and I've had that happen to me a
couple of times, groups of racists from across the world. It can hap-
pen at any time. You look at something you posted ages ago and sud-
denly one very influential person on Twitter picks it up and suddenly
all their followers are piling on and there’s nothing you can do about
it. (Linda, UK-based journalist)

The experiences of women of colour are frequently the most extreme (Tariq &
Syed, 2018). This was certainly the experience of Kerry, who felt that her inter-
secting identities made her a target for harassment.

Because I'm a woman, because I'm Black, because I wear a hijab, if
you escalate it then they would just come out from all over the place
and I fear these great boxes I'm ticking. One of them is going to be
the target, and then obviously the other two would come on board as
well. (Kerry, Local Councillor)

It is important to acknowledge the difference between the sending of indi-
vidual malicious tweets and an orchestrated campaign that may involve many
people from across the world. This is a differentiation that is not always made,
and consequently, the seriousness of attacks of online abuse can be overlooked,
or incorrectly described as a ‘spat’, rather than an organised hate campaign
(Salter, 2018).

‘Doxxing’ is the term that describes a form of ‘online abuse where a malicious
party harms another by releasing identifying or sensitive information’ (Snyder
et al., 2017, p. 432). Whilst originally a hallmark of the Gamergate scandal in
the USA, which saw the personal details of many women working in and writing
about the computer gaming industry released with malicious intent (Salter, 2018),
doxxing has become an all-too-common feature of online abuse.

The following contributions relate directly to the experience of being ‘doxxed’,
illustrating that geographical boundaries prove no barrier to those intent on per-
petrating online abuse:

A couple of years ago ... I was doxxed ... by an account in the States,
and they thought they’d put my home address, but it was actually our
old address ... they published it on a website in the States. (Michelle,
Journalist based in the UK)
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Women are doxxed collectively. People [are] sharing our private
information for the purpose of malice and using that in a threatening
way. (Ann, Academic and Journalist, USA)

The literature confirms that the aim of orchestrated attacks, ‘pile ons’ and
doxxing, is to silence women, whether by prompting them not to comment on
controversial topics, removing their social media accounts or shutting down
their blogs (e.g. Citron, 2014; Searles et al., 2020). Removing the opportunity for
women to engage in free speech, risks ensuring that the only voices that are heard
are those that are white, male and privileged (Phillips, 2012).

Just as women have long had to employ various measures to protect them-
selves against they have faced in the physical world (Wise & Stanley, 1987), similar
measures are frequently necessary online. Sophie described the measures that she
had to take to protect herself against doxxing attacks:

We actually delayed the launch of the project so that we could take
some time to lockdown our information online. It took an entire
weekend to scrub my address from the internet. One of the things
people don’t understand is the amount of labour that is required ...
Like the tax. Like if you want to speak online and not be threatened,
the amount of labour that it requires. And money: I pay an annual
service to keep scrubbing my address from the internet. (Sophie,
Academic and Journalist, USA)

Linda, who discovered that her personal information had been distributed
across several white supremacist websites, attempted to safeguard her privacy in
order to reduce the risk to her safety. However, she found this an impossible task:

It’s quite difficult. There’s not really anything I can do about it.
When the white supremacist website listed my family background
and my parents’ names and my old address and my husband’s name
and my son’s name on their website, I did ask Google to get that page
taken down, but they wouldn’t take it down, so there’s not really any-
thing I can do. (Linda, UK-based journalist)

The work that Sophie and Linda describe having to undertake to protect them-
selves has clear parallels with the safety work that women are obliged to take
against public sexual harassment (Vera-Gray, 2018).

This appears to be a particular problem for academics. This group of women
may have been more aware of their need for safety work because they are less
likely to have the protective barrier provided by a staff team. This often left them
feeling at risk. Numerous examples of safety work undertaken to alleviate both
the likelihood and impact of online abuse were offered by the contributors to this
study. These examples broadly fit into two categories: the safety work undertaken
to protect oneself and one’s work and the safety work undertaken to protect chil-
dren and other family members:
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I hid my pregnancy. I was on the news at eight and a half months
pregnant and I hid my belly under a table. I entirely hid my preg-
nancy on social media. (Christie, Academic at a UK university)

1 try very hard when I do any media. Like I don’t do it at my house.
You won't believe how many journalists have said, can we interview
at your house, can we film you at home? I'm like, no! (Souad, Aca-
demic at a UK university)

There’s filters on my website ... on my emails ... even my Twitter
account has muted certain words, so I won't see it. Most of us have
taken our own protection levels seriously. (Emma, Academic at a
UK university)

Emma felt that the safety work she employed was an inevitable consequence of
speaking out. This has parallels with the notion of a ‘tax’ being paid by women to
use their voices, described earlier in this chapter.

If it means I can continue my online presence, continue to live my
online life without seeing stuff on a regular basis, that’s something
I can live with. Is it enough? Of course not. (Emma, Academic at a
UK university)

I don’t have my personal account linked into my work accounts. So
I've got a Twitter account, I've got an Instagram account which is
with friends, but I don’t share those two things. Because of what I
work on, I try and keep my personal life off the internet. (Jacqueline,
Academic at a UK university)

Jacqueline went on to explain how the safeguards women employ in their
online activity mirrors the actions taken in the offline environment, a point
echoed by Ann, which emphasises the global nature of this kind of protective
toil:

Women must behave online in the same way that they adapt to
threats offline, to the degree that we don’t even think about it. Most
women don’t think about it, it’s just part of their daily routines. They
don’t do certain things, and I hate that, I understand the costs of that
level of vigilance, whether it’s conscious or not. (Ann, Academic
and Journalist, USA)

The sort of thing women are doing online when they’re having to
use these platforms to communicate messages around feminism or
violence or anything that’s going to be likely to encourage, this kind
of [abusive] behaviour. We do that work online, habitually without
even thinking about it. (Jacqueline, Academic at a UK university)
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Some women felt that the measures that they had to employ to protect them-
selves and their loved ones from online harm were explicitly undermined by their
employer or by others within their occupational sphere:

You're just constantly negotiating. If you are speaking publicly at
a conference, you then ask can you take this photo in a certain way,
and the amount of times I was at a public engagement and said
please only photograph me straight on.

And then, they put it on their social media feed, and I have asked
people to take things down and then I've also had to negotiate this
weird space where some people say, well what if I post it as an Ins-
tagram story, so it won't be traceable either, and if we also cut off
part of your baby’s face. With the kind of work that I do’, people
want to almost exploit the fact that I'm working and have a baby
attached, because it reflects well on them. (Christie, Academic at a
UK university)

Just like academics, local politicians mostly work alone and rarely have a staff
team to support them or to triage their social media activity. The measures that
Wendy had taken to protect her young family were similar to those taken by
Jacqueline:

I've just had a baby. I won't put my child’s picture online. I'll make
sure that her face is always hidden. I'm very specific about not tweet-
ing my location and things like that. (Wendy, Local Councillor)

As discussed in Chapter Three, social media platforms and other technologi-
cal resources are often harnessed in order to facilitate or perpetuate a campaign
of gender-based harassment that originates in the offline space. Ranjit shared her
experience:

He started with the insults, very early, with name calling. Then I
started receiving hundreds of messages, initially only WhatsApp,
and then he moved onto other platforms. There were messages most
nights, saying that I was horrible, and he wanted to get rid of me and
I'was a prostitute. On the nights he didn’t do it I felt wonderful in the
morning because I didn’'t wake up to a hundred messages of insults.
And when he realised that I wasn't answering his messages, I wasn’t
paying attention ... that’s where the real abuse started. So I had two
violations of my personal data, my email and my Twitter account. In
my Twitter account he found private conversations, took screen shots

SResearch on Incels.
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of those, and published them on his Facebook. (Ranjit, Academic at
a European university)

Ranjit’s account illustrates how perpetrators often use multiple platforms to
disseminate online abuse (Rohlinger & Vaccaro, 2021), causing the maximum
amount of emotional harm:

It was a continuous, with a growth of these messages every night.
The final episode was on 16 July when I woke up to twelve new voice
messages. I never listened to them. There were also eighty-six writ-
ten WhatsApp messages. Because I had blocked him on Facebook a
long time before ... WhatsApp was the only possible way to harass
me. (Ranjit, Academic at a European university)

Threats

The majority of threats made online are overt and are specifically designed to
provoke fear. It is within this dimension that online abuse most closely aligns
with gender-based violence. In an echo of the gender-based violence that occurs
in the physical space, the threats made online can take a multiplicity of forms.
The different types of threat received ranged from blackmail to stalking and also
included swatting, threats of physical and sexual violence, rape and death.

I've had threats saying ... we have your private password informa-
tion and will be hacking your accounts unless you do X. I had a very
persistent series of messages that were very threatening, ‘why aren’t
you answering me, I have access to your accounts, I'm sorry but now
we’re going to have to take over your accounts’. (Ann, Academic
and Journalist, USA)

A reference to the offence of blackmail also appeared in one of the abusive
tweets sent to the politician Tracy Brabin and collected as part of the analysis
of Twitter storms. Blackmail also features in the literature on online abuse, with
Henry and Powell (2015) including blackmail as one of the range of behaviours in
their typology of technology-facilitated sexual violence and harassment, explain-
ing how ‘email, the internet and mobile phone technologies are being used as
a tool to harass, intimidate, humiliate, coerce and blackmail women’ (Henry &
Powell, 2015, p. 115). Whilst Henry and Powell’s (2015) focus is, like this research,
on the role of online abuse in gender-based violence, their findings relate to
intimate partner violence, specifically revenge porn; as opposed to women who
receive online abuse as a consequence of their occupation, and the risk of black-
mail appears smaller amongst those interviewed in this study. Similarly, work by
Jane (2017a) reports the growth of blackmail related to revenge porn from former
male partners; and the emergence of rape video blackmail, where a woman is
subjected to sexual violence which is filmed, and with the victim then blackmailed
with the threat of the video being released on the internet.



‘Keep Your Head Down and Shut Up” 77

For some women, using social media in the course of their work had led to
them becoming the target of behaviour that is akin to stalking:

On Facebook I was posting issues surrounding social justice and rac-
ism and a guy contacted me privately ... and then he Googled me,
found my office phone number from the department website ... And
then called me a couple of times just to chat about race. And that
was, that was bad. I almost completely stopped answering my office
phone because of it. It wasn't a face-to-face thing, but that was the
first time that I've felt threatened, felt that my safety was threatened
because of what I had said online. (Eileen, Academic at a European
university)

The worst situation I had was with one particular man who was pro-
lific on social media within my area of interest, and I started receiv-
ing inappropriate messages privately, and pictures and ... at the
time, I didn’t realise that what was happening was abusive and ...
exploitative, and manipulative. I slowly unravelled what was going
on ... what made me really upset was I found out he was also doing it
to other women, who were far more vulnerable than me. It was really
unpleasant, and quite targeted, and because his account was anony-
mous, he got away with it. (Carol, Academic at a UK university)

I've had a couple of problems with stalkers. When I was working in
Wisconsin in 2011 — I had a couple of right-wing folks, who knew I
was working on the ground during protests, who set out to find me, to
find my home ... to find me in a crowd to harass me. (Judith, Jour-
nalist based in the USA)

Some participants based in the USA recounted their experiences of ‘swatting’.
Swatting is the term applied to a crime which is relatively unheard of in the UK.
It describes the act of ‘falsely reporting people to the police so that SWAT teams
descend on their homes’ (Lukianoft, 2015, p. 48) and is most commonly used as
a tactic in intimate partner violence (Wu, 2015). Whilst the incidence of swatting
events occurring in this study was rare in comparison to other threats meted out
online, the act contains such a huge potential for harm that it is worth recording
here. Furthermore, and analogous to other forms of online abuse, there is evi-
dence that the threat posed by swatting is greatest amongst women of colour and
other minority groups:

I have called my police department to say there is the chance that 1
might be swatted. And that can be very dangerous and violent. If you
are in a neighbourhood where most of the people are Black, swatting
a target can get many people potentially hurt, killed or jailed. It’s just
the way the bias works. It’s much more dangerous in a neighbourhood
marginalised already. (Ann, Academic and Journalist, USA)
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Despite the danger posed by swatting, the participants who were most con-
cerned about becoming a target for the offence had found it hard to make their
local police departments take their concerns seriously:

I called them up [the police] and I explained the situation and they
literally said ... we have nowhere in our system to record this! I
wanted to say to them if you get a call trying to send a SWAT team
to my house ... ask some questions. Right? (laughs) (Sophie, Aca-
demic and Journalist, USA)

When I called the police, I had to explain to them what swatting
was, and why if someone made a distress call with my address, they
needed to understand that’s what may be happening. (Ann, Aca-
demic and Journalist, USA)

In contrast to the discussion on swatting, threats of physical violence remain
an all-too-common feature of online abuse and were similarly the most common
threat experienced by participants in this study:

The landscape of online misogyny and the real threat of violence
moving off screen and on to the streets has heightened in the last cou-
ple of years. So, although I [now ] get less abuse, I'm also more scared
about my physical safety. (Christie, Academic at a UK university)

Over the last three years or so, I've had all of these attacks, mali-
cious communications, and I think there’s been four cases of people
found guilty. Suddenly they’ve got a platform so, they post a picture
of a gallows with somebody hanging and my name next to it. There’s
been threats with guns ... one person was trying to incite people
to find out where I lived, it’s just absolutely horrendous. (Loretta,
Member of Parliament)

Depending on whatever they're focused on at the time, the harass-
ment is varied from Islamophobic because my name sounds like
it’s Arab, ... if I write about race, it might be about hanging or
lynching ... a lot of pornography, which takes the form of either
images or video. (Ann, Academic and Journalist, USA)

During the election [of December 2019] I received some of the
worst abuse of anyone. Someone said they wanted to poison me with
Ricin. And then they threatened to lock me in my house and bomb
me and film me. (Jill, Member of Parliament)

There’s a fella that got three month’s suspended sentence a few
months back for making a threat on private messenger to me.
He sent me a private message on Facebook, calling me a fucking
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tramp, and a slapper, and then threatened me ... he said something
else, he called me a couple of sentences of abuse and then he said,
‘vou're fucked'. (Sherrie, Member of the Northern Ireland Legisla-
tive Assembly)

One example that stands out was when somebody said they wanted
to see me on the end of a bayonet. That made me feel very uneasy.
(Julia, Politician in Scotland)

As the awareness of the online abuse targeted at women in public facing occu-
pations has grown, those most intent on causing harm via the distribution of
online threats of violence appear to have become more circumspect in their use of
the various platforms. Many perpetrators are now careful not to use overtly vio-
lent terms, as they realise that the use of such language can attract the attention
of filters or more formal regulatory sanctions from the various online platforms:

Abuse is ... a lot more violent, a lot smarter, so they probably don’t
use words anymore, right, because they know we’ll get them banned
off the platform. (Souad, Academic at a UK university)

Some of the most dangerous offenders do not use violent terminology at all,
as Sue explained:

One of our biggest challenges with social media is context, because
within the domestic violence space, often the threat is only really
understood if you know the partner and you know the history. So, for
example, an abusive partner might say ‘on the day that I kill you, I'm
going to deliver you roses’. And so, they might post a picture of roses
on her Facebook page or tag her on Twitter. She’s terrified. But that
doesn’t violate any of the terms and conditions of the social media
platforms, because it’s a picture of roses. (Sue, Academic based in
the USA)

This reiterates the importance of context, and why it is essential to have
increased awareness of the potential for harm widely communicated to those
responsible for online platforms, law enforcement and legislation.

Arguably, the clearest manifestation of misogyny in online abuse is exhibited
through the making of threats of rape and sexual violence (Jane, 2016), which
have become an all-too-common feature of online interaction for many women
in public facing occupations. The research undertaken by Amnesty International
(2017), coupled with testimony from the likes of Diane Abbott MP (Hansard,
2017), was echoed in the empirical research undertaken for this study:

The first time that I ever really felt that I suffered from it [online
abuse ] was very, very, very graphic descriptions of how people would
harm and rape me. Going into really specific details about how they
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would do that, as if they’'d really thought about it. And it’s never
really gone away. (Peggy, Member of Parliament)

Depending on what I'm working on, I get a lot of threats. I should
be explicit that that includes rape threats and death threats. (Ann,
Academic and Journalist, USA)

I get rape threats ... I have no tolerance of them. (Agita, Member
of the House of Lords)

Once again, the issue of race and gender intersects in the abuse that is gener-
ated when women speak out in the public sphere:

[ Four years ago], I wrote an article in a newspaper ... that article
has been shared a hundred thousand times. It’s been quoted, picked
up etcetera by press across the world. It was about a movie ... but
within twenty-four hours ... I was inundated with rape threats and
death threats. Frankly, most people who write for newspapers don’t
have to worry about it. I do. And that’s not because I'm writing for
a newspaper, it’s because I'm a migrant woman of colour in Britain,
daring to criticise a British film. And that’s the reality of it. (Emma,
Academic at a UK university)

The presence of online abuse is viewed as so predictable by some that they have
mechanised routines to manage it:

It’s almost funny because I have this standing joke with my literary
agent, that I keep a file on my computer. It’s my standard death
threats and rape threats file. (Emma, Academic at a UK university)

Whilst still the rarest form of threat made against women in politics (Krook,
2020), and despite being an offence under section 16 of the Offences Against the
Person Act (1861), the Protection from Harassment Act (1997), section one of
the Malicious Communications Act 1988, and section 127 of the Communica-
tions Act 2003 (CPS, 2016); several contributors to this study had received death
threats via online channels:

I got stuff saying, ‘she should be hung up’, ‘she should be in a body
bag’. There was a stupid article [in a national newspaper | about how
Brexit was going to lead to a crisis in body bags because they were
made in the EU, so they were saying ‘perfect for our M P’ and all that
sort of stuff. (Phyllis, Member of Parliament until December 2019)

I haven't reported it [online abuse], even death threats. It’s quite
normal for journalists, and I've had death threats in the past, even
before I became an author, when I was working for the BBC. (Linda,
UK-based journalist)
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There’s someone who wanted to ... threatened to kill me with a
machete. (Caroline, Member of Parliament until December 2019)

Whilst the women speaking here showed an enormous degree of resilience
when faced with threats of abuse, violence and death, there is no doubt that
receiving communication of this nature had an impact, which often endured long
after the event:

There are certain things that I now associate with that first death
threat ... I wore an Apple watch up until that point and my Twit-
ter notifications came through on my watch. I haven’t had my watch
on since that weekend, because death threats flashing up at you is
not really something that ... I don’t want to wear that watch again.
(Caroline, Member of Parliament until December 2019)

The death of Jo Cox was a recurring topic in the interviews. Every participant
without exception (including those based outside the UK) discussed the assas-
sination of the Labour MP for Batley and Spen in West Yorkshire, by neo-Nazi
Thomas Mair on 16 June 2016. Whilst evidence given at his trial showed that
Mair had used the internet to both gather information about Cox and to plan his
crime (Liem & Geelen, 2019), there is no indication that Mair targeted Cox with
online abuse prior to killing her. Nevertheless, for all the women interviewed, the
death of Jo Cox remains a shocking reminder of the vulnerability that they share.
This was best summed up by Phyllis, who was a close friend and Parliamentary
colleague of Jo’s:

Listen ... there was a reason it was Jo that was killed, you know.
They didn't pick on a strapping six-foot bloke, did they? They went
for a woman who dared to be strong and ferocious and brilliant and
brave. They silenced her the only way they could. Misogyny runs
through absolutely all of it. (Phyllis, Member of Parliament until
December 2019)

The threat of significant physical harm remains an ever-present danger for
women in many public facing occupations. Despite this, women are still prepared
to hold public office, irrespective of the risks that they face:

I'm much more scared of a world where this [online abuse] stops
people coming forward than I am scared of a world where people
come forward and might suffer it. I'm much more frightened of the
bullies winning and taking over the playground. I'm willing to give
my life to that. I'm much more frightened to sit down than I am to
stand up because what sort of world would my kids grow up in if
people don’t keep putting themselves forward? (Peggy, Member of
Parliament)
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Criticism of Physical Characteristics

The Twitter storms that were analysed for this project demonstrated that a sig-
nificant amount of the abuse women receive online focuses on their appearance
and other physical characteristics. The dominance of physical characteristics as
a focus for the content of online abuse is further corroborated by interview evi-
dence. This denigration is most pronounced in three areas: physical appearance,
voice and age.

I get gendered hate speech; I get anti-Semitic hate speech and I get
fatphobic hate speech. (Judith, Journalist based in the USA)

The literature on online abuse confirms that appearance is frequently central
to the abuse that women receive (e.g. Backe et al., 2018), primarily as a conse-
quence of sexism and a wider misogyny (Jennings & Coker, 2019). This behaviour
endures within public facing organisations with a strong occupational culture,
such as policing (Steinpdrsdottir & Pétursdottir, 2022). This appears to be par-
ticularly applicable to women in public facing occupations, whose occupational
roles routinely expect them to interact with the media, or to have their image
featured on publicity materials for their employer:

It’s just an obsession with commentating on how you look all the
time. I've had a group of trolls who became really obsessed with my
front teeth. I've got really wonky front teeth, and every time I posted
anything, they zoomed in on my teeth and circled them and com-
mented on them. It was really quite bizarre. (Sarah, Senior Police
Officer)

I did something on ITV, and someone commented on my makeup. It
seems minor, it’s not really minor.... I think it’s just a reality that
people feel they can make a comment on your life, twenty-four-seven.
(Jill, Member of Parliament)

People who have a track record of disagreeing with you, criticise
your appearance ... I bet there wasn't a single word about a man and
what they were wearing. (Loretta, Member of Parliament)

As with other forms of online abuse, the targeting of women in public facing
occupations for criticism or ridicule of their appearance was both frequent and
unpredictable:

Just last night I had a guy email me insults about my weight, and
then a really offensive picture, I didn’t look at it. (Judith, Journalist
based in the USA)

One contributor mused that some women were targeted for online abuse more
than others, drawing on her own experience:
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T haven't had much. Well, apart from the odd comment telling me I'm
ugly, or that I'm stupid. But I'm not like the others, like Jess Phillips
or Diane Abbott. I don’t know how some people get chosen as the
target for abuse. Is it because they are younger and prettier than me?
(Agnes, Member of Parliament)

Sometimes, the focus on a woman’s appearance has malevolent intent, driven
by a desire to discredit or humiliate:

There are groups that focus on my appearance ... when pictures
have been taken of me in Downing Street they try and zoom in on
my badge and try and catch you out to see if you've exposed some-
thing that you shouldn’t expose, either about your body or the post.
(Sarah, Senior Police Officer)

They got [a photo ] where I'm kind of looking down, and they took
a screenshot that’s all blurry, and made it look like I'm asleep in
the Chamber, and then spread this thing that I was. And of course,
other people start picking stuff like this up ... it was horrific. (Phyl-
lis, Member of Parliament until December 2019)

1 didn’t think it possible that my hair would be discussed as much as
it was. And then it manifested in that people felt the need to complain
about me, make a complaint about me to the Police and Crime Com-
missioner. The bit that I remember more than anything else was that
people said I've got no standards and I was letting the police down by
the way I was dressed. (Karen, Senior Police Officer)

The abuse that Karen referred to was also mentioned by other police officers
in their discussions about online abuse:

How dare they judge her by her appearance when she’s utterly capa-
ble and able? I felt very indignant about that. It was further evidence
to me of the venom that there is and the incapacitating nature of that
type of trolling. (Stacey, Senior Police Officer)

The outrage articulated by Stacey on Karen’s behalf evidences both the exist-
ence and benefit of mutual support networks frequently created by women in
public facing occupations; an issue that is discussed further in Chapter Six.

A gendered focus on appearance was not limited to the UK:

I will never necessarily be acknowledged for who I really am, .
I've lived in several different countries so I feel like my identity will
always be pegged at that level of how I look rather than who I am.
(Nicole, Academic at a UK university)
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Once again, the experiences of women of colour and minoritised groups were
likely to generate even more abuse of this kind. Kerry frequently finds herself
receiving racist abuse, instigated by her appearance, as she explained:

1 think I've received more due to the fact that ... I'm a woman and
Black ... and for wearing a hijab, I have as well. Something I tweeted
came up and there was a xenophobic thing going on. It was noth-
ing to do with people who care about anti-Semitism or xenophobia.
It was just somebody picking on someone with a hijab on. (Kerry,
Local Councillor)

Smita, who like Kerry, is also a local Councillor, described how, as a Muslim
woman, she felt that she had to deal with criticism of her appearance from all
sides. Within hours of being elected in a marginal seat, she found herself on the
receiving end of unpleasant comments from men purportedly within the Muslim
community:

It [online abuse] got all negative because of me and my appear-
ance. So, I wear my headscarf as a turban ... and ... I wear makeup.
And the pictures that were going round, suddenly there was a huge
amount of abuse from men, saying that I'm not covered enough. This
was before I'd even started, before I'd even gone into the council to do
any official work. The hate abuse that I got ... just because of what
I was wearing, with some people having the view that I was showing
my face and I was wearing far too much makeup it was horrible, it
was a really, really difficult time. (Smita, Local Councillor)

In an example that highlights the multi-faceted nature of misogyny and that
criticism of appearance can often hint at a more malign threat, Peggy offered the
following example:

There was a bloke recently, sort of left-wing bloke who said to me
that I need fucking to get my teeth fixed, that ... a good fucking
would fix my teeth. (Peggy, Member of Parliament)

One interesting finding to emerge from the interviews was that even positive
online interactions often focused wholly on a woman’s appearance, rather than
what she was saying or the role she was fulfilling, which the individuals concerned
found frustrating:

1 had a comment on the back of my telly appearances ... people say-
ing, oh, you’ve had a haircut, why don’t you get something more girly
and flattering. (Beth, Member of Parliament until December 2019)

She would write a policy post, but the tweets and responses would
be about how they didn’t like her hair, or her dress, or her earrings,
or her makeup, or the shoes she was wearing. (Svetlana, Political
Staffer)



‘Keep Your Head Down and Shut Up’ 85

This empirical evidence echoes the work of numerous studies that have empha-
sised how women politicians find their clothing and other aspects of their appear-
ance the focus of much greater scrutiny than their male counterparts (e.g. Hayes
et al., 2014).

Caroline recalled her experience of speaking in the emergency Parliamentary
debate on the use of force in Syria, which took place in April 2018:

Obviously, it was very challenging, and I was in favour, and someone
wrote to me asking where my dress was from. I've just given a speech
about whether we should deploy troops, and one lady wants to know
where my dress is from. So, really? You're not going to ask where
a man’s suit’s from. And they think they’re being really supportive,
and you're like really?! Did I not actually make a difference to what
you're paying attention to? (Caroline, Member of Parliament until
December 2019)

When considering the online abuse related to physical features that is received
by women in public facing occupations, their voice is a prominent target. This
has echoes with older (pre-internet) research, with Beard (2015) highlighting how
public speaking has been viewed as the very essence of masculinity since (at least)
the Second Century AD, emphasising how a deep and powerful voice was fre-
quently perceived as a ‘defining attribute of maleness’ (Beard, 2015, p. 812). Simi-
larly, the criticism of Margaret Thatcher’s voice, which was described as ‘shrill’
(Wilson & Irwin, 2015, p. 23) when she was elected Leader of the Conservative
Party in 1975 (Blundell, 2008), precipitated the now famous intervention by her
advisors that led to her undertaking a series of lessons to make her voice seem
“firmer and more powerful’ (Coffe, 2020, p. 423). Some have argued that the efforts
that were made to modify Thatcher’s voice to make her sound ‘more like a man’
(Grebelsky-Lichtman & Katz, 2019, p. 701) were an integral part of her election
success (Wilson & Irwin, 2015), with others believing that the distinctive nature of
her voice acted as a clarion for the many organisations and individuals who were
vehemently opposed to her political agenda (Shaw, 2018). Whilst the modification
of Thatcher’s voice is now an integral part of her narrative, few male voices have
been subjected to such detailed and enduring public scrutiny.

The intervening decades have not done much to alter the criticism of how
women’s voices sound. A number of politicians recounted their own experiences:

People would comment on my voice being too high, or [that 1] speak
too fast. (Julia, Politician in Scotland)

Agita identified a very gendered difference in the way that women’s articula-
tion is perceived:

There is a difference in what you get called ... a man is strong, and a
woman is sort of breathy or shouty ... and it’s like very subtle use of
language that I really worry about. (Agita, Member of the House
of Lords)
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As an aside, it is interesting to note that in their analysis of mixed gender presi-
dential campaigns, Grebelsky-Lichtman and Katz (2019) found that if women
are perceived as too masculine (like Hillary Clinton), voters think they are com-
petent, but dislike them; whilst if they are perceived as too feminine (like Sarah
Palin), voters like them but do not believe them to be competent. The explana-
tion offered by this study is that institutionalised misogyny means that women in
public facing occupations, whether in politics, policing, journalism or academia,
are criticised — on both social media platforms and in traditional media outlets;
however they present themselves.

Age and ageing were also weaponised by perpetrators engaging in online
abuse, as the criticism of older women became yet another target for the oppro-
brium of physical characteristics.

Something about being a woman in a senior position, I think is one
thing, rarely do you see that abuse directed at men who just happen
to be grey and wrinkly. If there was a senior policeman who was grey
and wrinkly, I don’t think it'd get mentioned. yet women who are in
senior positions, it seems ok to either go, ‘cor, she’s hot stuff’, could
be at one end of the spectrum couldn’t it, and that would seem appro-
priate, or at the other end, you know, whatever amount of abuse
you want to dish out, as to how somebody looks. (Samantha, Senior
Police Officer)

This is consistent with the work of Pickard (2020) and Lewis (2020), who
both highlight the castigation of older women as an essential component of
modern misogyny; whilst also echoing the ageist abuse directed at the politician
Tracy Brabin uncovered by the analysis of the Twitter data corpus. Research by
Steinporsdottir and Pétursdottir (2022) adds a further dimension to this area of
abuse. In a study that considers the attitudes of serving police officers in Iceland,
they discovered that young men, especially those newly recruited, were the group
most likely to hold sexist attitudes towards female colleagues. It is proposed that
this occurs as a consequence of these officers seeking to reassert male dominance
within policing, fearing that any move towards greater equality could pose a
threat to their own occupational advancement (Steinporsdottir & Pétursdottir,
2022). It may also be the wider consequence in the growth in popularity of openly
misogynistic online figureheads such as Andrew Tate (Ging, 2023).

Caroline’s experience neatly emphasises how the different facets of physical
appearance are frequently weaponised in online abuse. She highlighted how the
anti-Semitic abuse that she and three parliamentary colleagues had received had
targeted different aspects of their appearance for denigration:

[Individual One] ... got horrendous abuse, awful, awful abuse, and
out of everybody got the worst out of all four of us ... but [ Individual
Two ] and [Individual Three ] get ageist gendered abuse. So, they get
a three-level hit, and [Individual Three] is very upfront about that.
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So, mine will be sexualised; [Individual One’s ] really was, you know,
she’s a beautiful woman, so hers would be sexualised, and gendered,
but much more sexualised, and racist, but they would bring [Indi-
vidual Two and Individual Three’s | age into it.

The men [male Jewish M Ps] never got any of it. It was very much
about the four women ... (Caroline, Member of Parliament until
December 2019)

Camp (2018) demonstrates how the belittling of victims is an integral part of
gender-based violence within the domestic sphere. This study has confirmed that
this is similarly evidenced in the online abuse that women serving in public facing
occupations regularly receive.

You know nothing, you're just a dafty lassie who couldn’t hack it in
politics ... (Julia, Politician in Scotland)

Julia provides a striking example of the online abuse she received, the purpose
of which was to undermine and belittle her work as a politician. This type of
online abuse is different from other examples provided in this chapter, as it con-
tains no obscenities, or any other overtly discriminatory tropes that can be identi-
fied as abuse by either text filters or human moderators. Nevertheless, this type of
malign communication has the clear purpose of undermining public confidence
in women tasked with making important decisions, and consequently, it can be
hugely damaging. As more than one participant remarked, this type of abuse is
pernicious and is rarely directed at men:

Take sexism. All the obvious stuff we can deal with, all the obvious
bullying, you can deal with that. But the problem with social media
abuse is that so much of it is really low level. Just grinding sexism.
When you see women on Twitter and they’re in positions of author-
ity, or positions of expertise and then some fucking bloke will pop
up and go, well yes, but really .... and that’s a form of abuse. (Rose,
Academic based in the USA)

You have to balance the benefit of tweeting out and informing peo-

ple about what we are up to as an organisation, against being the
subject of ridicule and abuse. I think there’s this army of arm-
chair warriors, mainly looking out for women who are opinionated
and intelligent ... looking to comment in a negative way. (Stacey,
Senior Police Officer)

1 think there is more of an attempt on Twitter to humiliate women
than men. Absolutely humiliate them by making them feel worthless.
(Patricia, Member of Parliament until December 2019)
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Something I've been subjected to is, and this has been offline as well
as online, is ‘God this is what happens when you put a woman in
charge’. (Sarah, Senior Police Officer)

Agita summed up what she believed were the potential consequences of the
incessant belittling and undermining of women were:

1t’s like women are worthless, that they have no value, so they can
Jjust be raped and abused and just calling them a fucking cunt online
is ok. (Agita, Member of the House of Lords)

Silencing Women’s Voices

The silencing of women’s voices as a demonstration of misogyny has a long his-
tory (e.g. Banet-Weiser, 2018; Beard, 2017). One example of how online abuse is
used in an attempt to silence women — through criticism of the sounds of their
voices — has already been discussed. In addition, there are three further ways that
silencing can be exhibited. These methods may be overt and unmistakable, as
Kerry demonstrated:

Because I have an opinion, he’s trying to shut me up. But what hap-
pened was, in that panic, you feel helpless, you know? His motivation
[for the abuse] was to silence me, to scare me, to say that you're
weak. (Kerry, Local Councillor)

However, sometimes, the bid to silence is more implicit, with the pressure
exerted on an individual to moderate their contribution in the online space:

1 think the structural impact is similar to the ways that women have
been silenced throughout history. It creates an effect where women
are more afraid to speak out, more afraid to stick their necks out,
more afraid to give opinions, more afraid to occupy political office or
positions of authority. And I think that this effect is in tandem with
what happens in women’s real life lives, where women are not heard.
(Tiprat, Academic based in the USA)

1 think a lot of what they do is to try and discourage you from doing
the kind of reporting you do. Ultimately what they’re trying to do
is discourage you from covering the topic which is criticising them.
(Linda, UK-based journalist)

To me there’s no difference between online and real life, I mean,
all our cities, all our villages, all our roads, all our public spaces
are meant to exclude women. So, any space therefore we occupy is
despite the best efforts and despite the design. It’s not because they
were made for us. (Emma, Academic at a UK university)
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As has been illustrated elsewhere, the impact of being silenced is not experi-
enced equally, with women of colour and other disadvantaged groups more likely
to be targeted, replicating their experiences in the offline environment:

This is something that I think most of us — especially a lot of women
of colour —were very aware of from day one, and we have been argu-
ing about it and writing about it. Unsurprisingly, nobody listens to us.
Nobody listens to women, and women of colour even less. (Emma,
Academic at a UK university)

The structural impact is very clearly that women, people of colour,
trans folks, Jews, all of us are hesitant to speak when folks in the
majority are not hesitant ... and so structurally, it has a silencing
effect. (Sophie, Academic and Journalist, USA)

It ultimately drives women and people of colour offiine and out of
the conversation. So much of our political and social discourse takes
place online, but for so many people, harassment just reaches a point
where it’s just not worth it, so they end up taking their voice out of
the conversation. Which, by the way, is generally the intention. The
idea is to drive women and people of colour offline. (Judith, Journal-
ist based in the USA)

The data also identified a feeling that women are less likely to be asked
to contribute to online discussions: yet another way that women are being
excluded:

One thing I think can be tricky with social media, is the bias by
omission, which is tricky to prove as they’ve not actually had a go at
you, but you're cut out of the conversation. Or you're cut out of the
coverage. And I think that happens to women more often. (Lauren,
Member of Parliament until December 2019)

Women are much more circumspect around their activity, about what
they are prepared to share ... and what they’re prepared to comment
on. In my experience, women'’s voices are quieter. (Imogen, Senior
Police Officer)

The silencing of women has a greater consequence than simply removing the
voices of influential women from the online space. For the act of silencing may
also prevent women from forming the networks that are essential to both tackling
online abuse and successfully progressing on their chosen career path:

It absolutely keeps us from entering public conversations or exerting
our full power in public conversations, but it also keeps us from con-
necting with each other. And it stops us using these tools to connect
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with each other ... to organise, or just to get social support and build
connections. Structurally, this kind of harassment keeps us afraid of
connecting. Or it creates high costs to pay for attempting to connect.
(Sophie, Academic and Journalist, USA)

My concern is that there are obstacles, multicultural barriers to
women in authority, and this level of hostility intensifies everything.
And we already know that girls who have been watching are inhibit-
ing themselves. (Ann, Academic and Journalist, USA)

The women participants in this study revealed how the abuse that they had
received, and that they had witnessed other women experience, became a mecha-
nism for self-censorship, leading some women to withdraw from the online space:

I've definitely turned down things because I don’t want to get abuse.
Or I've minced my words or tone-policed a bit ... And also, by
being off social media, I am probably missing opportunities as well.
(Souad, Academic at a UK university)

If I tweet and then people are scornful or sarcastic, then friends and
family can see that, and that’s an inhibiting factor isn’t it? (Stacey,
Senior Police Officer)

I've been careful, which has avoided a lot of abuse I could have got.
But I've also restricted how much I've engaged online. There are
things I wouldn’t say because I know I will get attacked. (Michelle,
Journalist based in the UK)

1 just keep my head down. I'm very clear on that. I'm very careful
about what I tweet. There are certain issues I won't touch with a
bargepole, even though I have thoughts and opinions Because it’s too
dangerous. I've been doing this now for eleven years, and from day
one it was like, do not engage in anything controversial because it is
too fucking dangerous. (Rose, Academic based in the USA)

There were participants across all four occupational groups who had with-
drawn from social media, as a result of the online abuse that they had received:

I no longer use Twitter in a professional capacity ... because of the
online abuse I received in the past. (Anna, Police Officer)

The evidence provided by Anna highlights an unintended consequence of the
police using social media as a mechanism for communicating with the public
(Walby & Joshua, 2021). As O’Connor (2017) confirms, by using online platforms
as a way of providing information, individual officers may find themselves in the
position of being ‘risk communicators’ (O’Connor, 2017, p. 900), which in turn
jeopardises their safety and wellbeing.
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The way I handled [online abuse ] was, I started shutting myself off-
When things got loud and messy, and it felt that the landscapes were
shifting, I just made my accounts private. (Nicole, Academic at a
UK university)

Many women found themselves considering whether the benefits they gained
from engaging in the online space was worth the emotional labour it demanded.

There’s a couple of MPs I spoke to, [named current Parliamentar-
ian] I think she said when she went on maternity leave, she went
off Twitter, and she’s never gone back ... and I was just like wow!
Because actually you don’t have to [use social networks]. I think
now that there’s more people just making that conscious choice.
(Charmaine, Member of Parliament until December 2019)

Twitter, which I was on until a month ago ... discourse there has
degraded over time. It’s become more vitriolic. Abuse has become
more open. I think partly because the platform allows it. On the day
I left I had someone offering to punch me in the throat, and Twitter
said it wasn’t in violation of their rules, that’s when I thought I'm not
going to be on this platform. (Linda, UK-based journalist)

When I withdraw, there’s several reasons for it. When I can’t control
it ... it’s just too much effort ... it becomes a full-time job trying to
keep up with your social media presence, and that’s not where my
interest lies, I just don’t have enough hours in the day. Then it's too
much noise, I would prefer to be heard in a different way. (Nicole,
Academic at a UK university)

I remember saying to friends, it’s like being in an abusive relation-
ship and if I saw a friend of mine like that I'd say get out, you're
better than this, you don’t have to put yourself through this, no one
should have this just because they’re trying to do their job. (Phyllis,
Member of Parliament until December 2019)

But the decision to withdraw from the online space was not without conse-
quence, both personal and professional.

1 left Facebook when the birth of my daughter coincided with a docu-
mentary I put out on the BBC ... as I had some safety issues around
that. The safest thing was to shut down Facebook. Then I had a baby
and I wanted to engage with other young mums in my area and it
became almost impossible for me to engage in baby programming
without having a Facebook account. (Christie, Academic at a UK
university)
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Many people would be personally affected by some of the things that
have been said to me. I did withdraw. I stopped doing things online
for a couple of months. I've gone a bit quiet on Twitter and [my
followers|] say please come back. I don’t post huge amounts. I have
considered withdrawing completely, but it’s expected of me in my
job, I think. (Samantha, Senior Police Officer)

The opposing demands of career obligations and emotional wellbeing meant
that occasional breaks from social media were more common than complete with-
drawal, giving women the opportunity to prioritise their mental health, whilst still
maintaining a presence in the online space.

1 had a three month pause from Twitter and Instagram, I just had so
much more time. You realise that if you don’t go onto social media,
you feel so much better. Regardless of abuse, I'm very rarely looking
at Twitter or Insta right now. (Charmaine, Member of Parliament
until December 2019)

I have had colleagues say to me that if they were me, they would
have shut down the account by now because you shouldn’t put up
with this level of abuse. But I've never got to the stage with Twit-
ter where I've thought I'll withdraw completely. But there have been
periods of time where I've just gone a bit quieter, where I've just felt
that the public noise and angst has risen to a point when I thought 1
don’t actually want to be in the middle of this frenzy. Then I've gone
a bit quieter and just retweeted stuff. (Sarah, Senior Police Officer)

These accounts illustrate how silencing is used against women in public fac-
ing occupations, as an integral part of the misogyny that underpins online abuse.
Silencing is different from other forms of online abuse, as it often operates in an
insidious manner, coercing women to silence themselves or remove themselves
from the conversation by leaving the online space. Unlike some of the other ele-
ments of online abuse discussed in this chapter, the silencing of women’s voices
is multi-faceted and can be demonstrated both overtly and implicitly. What is
interesting is how women have sought their own coping strategies to deal with
this dimension of misogyny, whether by forming alliances with other women or
by changing the way that they communicate online.

Mapping Twitter Data to the Seven Elements of
Online Abuse

This chapter opened by presenting details of three Twitter storms. Before con-
cluding this chapter, there is a value in returning to this corpus, to illustrate how
individual tweets displayed the same seven elements of online abuse. This is pro-
vided in Fig. 9.
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Fig. 9. Examples of Tweets in Each of the Seven Categories of Online Abuse.

Conclusion

This chapter contains a huge amount of detail about the online abuse directed
at women working in public facing occupations and the associations that exist
between online abuse and gender-based violence. By viewing online abuse through
the seven separate lenses of defamation, emotional harm, harassment, criticism
of physical characteristics, belittling, silencing and threat, the true enormity of
the situation faced by women working across the public sphere can be appreci-
ated. This study is the first to present empirical data from the four professions
of academia, journalism, policing and politics in one place and to use this infor-
mation to provide a comprehensive understanding of online abuse delivered to
women in these professions.
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Chapter Six

“They Think You’re Fair Game’ —
Challenges Encountered by Women
Serving in Public Facing Occupations

Abstract

This chapter explores two factors that are specific to online activity within
public sphere occupations: the expectation that those holding positions
within academia, journalism, policing and politics be always accessible
online and that occupational seniority can act as an insulator from abuse,
not by preventing pernicious communication, but by limiting exposure to it.
The chapter then considers the consequences that can result for both the
individual and their organisation when they are targeted for online abuse.
This chapter identifies the elements specific to public facing occupations
that make a sustained onslaught of online abuse particularly problematic.
The chapter concludes by discussing the various benefits accrued from
maintaining an online presence, highlighting why advising women to
simply abandon their professional online activity is neither a realistic nor
acceptable solution to online abuse.

Keywords: Online abuse; public sphere; online space; occupational
seniority; mutual support; feminism

Introduction

This chapter continues to draw upon empirical data to analyse the factors that are
intrinsic to the online experience of working in the public sphere. These factors
were identified by interview participants as having had a specific impact on their
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use of online technologies and affected the nature and severity of the online abuse
that they subsequently received.

Expectation that Women in Public Facing Occupations
Be Active Online

Many of the participants in this research expressed the opinion that there was an
expectation from the public that they have an active online presence and they will
be constantly available. However, this assumption must be viewed with a degree
of caution, as those expressing this view were already active users of a range of
social media platforms. The demand for the constant availability of those in the
public sphere is not always beneficial, especially to the individual. Research by
Walby and Joshua (2021) highlights how the Canadian police force use social
media platforms as a way of improving their engagement with the community,
whilst also seeking to increase their legitimacy. However, as both this study and
the work of O’Connor (2017) suggest, the intention of police communication
online is typically to provide information, rather than engaging in a public dia-
logue. However, this assumption by police forces fundamentally misunderstands
the nature of social media sites, which operate upon a premise of engendering a
greater openness with the public (Wessels, 2010). By adopting a model of one-way
communication, the police service as an institution frequently chooses to ignore
the public’s response to its online activity (O’Connor, 2017). For whilst an organi-
sation may choose to operate its social media communication in a unilateral man-
ner, this is not always equally adhered to by a public that wants to engage in an
online dialogue. In the event of a communication mismatch, the responsibility for
responding to individual members of the public often falls to individual officers.

Furthermore, as highlighted in the experiences of journalists (e.g. Antunovic,
2019; Searles et al., 2020) and academics (Kapidzic, 2020), the expectation that
women in public facing occupations habitually engage in online dialogue reframes
the online presence from a purely leisure pursuit into a facet of occupational
activity and thus the consequent online abuse into a form of workplace harass-
ment. This supports the work of both Hochschild (2012) and Vera-Gray (2017)
in their wider interpretation of the emotional impact of malign workplace activ-
ity and supports the discussions in Chapter Two, which defined online abuse as
another form of the occupational sexual harassment first identified in the 1970s
(Croall, 1995):

There’s pressure as an academic to have an online presence and to
be disseminating your work in that way. We have an impact factor
in academia, and you have to prove that you are being impactful.
As a young academic it is expected that I am on social media and
that it is accessible to my students. My social media is part of my
work, and we talk about workplace safety, but I don’t have health
and safety worrying about my online presence, even though I'm con-
stantly encouraged to be putting things online. (Christie, Academic
at a UK university)
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I've just signed the contracts for my new book, and in my contract,
it said I'm obliged to tweet about my books when they come out. The
reason I joined social media in the first place, is because my first
book was coming out and there was that same expectation in writing
that you would be on social media. I really didn’t have any interest in
Jjoining it. I tried not to use it as a personal platform, just work stuff.
(Linda, UK-based journalist)

I need it [social media] for the job that I do. People want you to
be open and accessible and visible. So to delete it and not have that
presence would have a detrimental impact on my professional life.
(Wendy, Local Councillor)

These contributions highlight the commonality of this experience across the
public sphere, confirming that women feel a huge pressure to be visible and acces-
sible online despite the potentially negative consequences associated with doing
so. Once again, participants positioned the issue of gender at the forefront of
their experience. This contribution proved particularly apposite:

1 definitely got more online abuse than my male colleagues, but that’s
legit. Right? That is fair game. I'm in the public eye. (Caroline,
Member of Parliament until December 2019)

The phrase ‘fair game’” was used repeatedly by interviewees when describing
their role and the online activity that it generated, and in particular, the expecta-
tion of an active online presence, echoing the findings of Veletsianos et al. (2018):

I think people feel that we're fair game. And I think the way the
media treat people has really deteriorated ... in the run up to the last
election, there was quite a lot of unpleasant social media content.
We just hid it, but when you actually click the button and realise it is
somebody you go running with ... I think people do just forget that
you're human ...(Nicola, Member of Parliament)

People will always say ‘you're in politics, grow a thick skin’, but 1
don’t accept that at all, because I think everybody, regardless of how
thick your skin is, is a human being. And you see the abuse all the
other women M Ps get, and you think ok, by doing this you're putting
yourself in the lions’ den for further abuse, that that’s part of the job.
(Smita, Local Councillor)

You're fair game, I think. I can imagine how difficult this must be for
actual public figures. I'm just a journalist, but for politicians and pop
stars and such, it must be horrendous. I can’t even imagine what they
go through all the time, the number of lies that gets spread about them
online and they really can’t do anything. (Linda, UK-based journalist)
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Interviewees frequently minimised their own experiences of online abuse, as
illustrated in Linda’s contribution. The reasons for doing so remain unclear but
may be symptomatic of women downplaying their occupational achievements
and career experiences (Lopata, 1993), or a reflection of the institutional failure
to take online abuse seriously (Dragotto et al., 2020; Powell & Henry, 2018),
with it instead being seen as part of the ‘wallpaper of sexism’ (Lewis et al., 2018,

p- 531) all too frequently associated with working in the public sphere:

I've been lucky actually, I don’'t know why but a lot of my fellow
activists have had it a lot worse than I've ever had it ... (Mary,
Academic at a UK university)

I do sometimes wonder whether because I am a law enforcement
officer, I get slightly less than other people? When I look at politi-
cians’ accounts, when I look at accounts from women in media, and
when I look at some of the female Police and Crime Commission-
ers, I definitely don’t get as much as they do. (Sarah, Senior Police
Officer)

One participant not only sought to minimise the online abuse she had received
during an election campaign, but expressed a sense of guilt for not standing for

political office again, partly as a result of her experience:

1 feel a bit of a coward actually for not wanting to be a candidate
again, because I look at people like Jess Phillips or Diane Abbott
and I see the strength that they have, and the admiration I have for
them, and I feel like I'm letting people down. (Klaudia, Politician
in Scotland)

However, not all participants felt an expectation from either their employer or

the wider public that they are active in the online space:

Having an online presence is a personal choice. We don’t tell officers
they have to have an online presence as a senior policewoman.
Certainly I don’t feel under pressure to have an online presence, and
nobody’s ever told me to. (Geetika, Senior Police Officer)

Police forces do not force you to have an account, and don’t want
everyone to have an account. There are Chief Officers who use it as
a tool, but certainly in my force nobody is made to do it. (Karen,
Senior Police Officer)

Seniority of Position Provides Insulation from Abuse

By speaking to women holding a variety of positions within the occupations of
academia, journalism, policing and politics, it became obvious that whilst having
a senior role in an organisation frequently earmarked an individual as a target
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for increased amounts of online abuse, at the same time, the more senior a per-
son became, the more likely they were to have staff members who would deal
with the abuse for them. Until Elon Musk took over Twitter in October 2022
(Rohlinger et al., 2023), women holding senior positions in public facing occupa-
tions were frequently granted ‘verified’ account status. This is the process whereby
an individual was independently deemed by Twitter to be judged ‘of sufficient
public interest in diverse fields, such as journalism [or] politics’ (Paul et al., 2018,
p- 1). When account verification was first introduced in June 2009 (Cashmore,
2009), Twitter asserted that the process of verification ‘lets people know that an
account of public interest is authentic. To receive the blue badge, your account
must be authentic, notable, and active’ (Twitter, 2021, p. 1), with a detailed set
of criteria to be met. However, there were concerns that the process was opaque,
with decisions surrounding verification made arbitrarily. Nevertheless, securing
account verification provided those whose accounts were verified with a ‘blue tick’
a number of additional controls, which together created an additional level of
protection from abuse. For example, it enabled verified users to limit their noti-
fications, meaning that they were unlikely to receive the same number of alerts
as a standard user of the platform. This allowed holders of verified accounts to
take measures to avoid the mass attacks of online abuse commonly described as
“Twitter storms’ and ‘pile-ons’ (Cover, 2023). However, the advantages of having
a verified account relied on both an individual correctly receiving verified status
and also relied on those holding verified accounts being aware of the tools avail-
able to set the appropriate privacy settings.

Less than one month in to taking ownership of the social media platform, Elon
Musk announced his intention to launch a subscription service for Twitter users,
denouncing what he described as the ‘lords and peasants system for who has or
doesn’t have a blue checkmark’ (Barrie, 2023, p. 2), alluding to the high status that
has become attached to the possession of a blue tick since its inception in 2009
(Barsaiyan & Sijoria, 2021). Twitter Blue was introduced in November 2022, with
Musk claiming that opening up verified status to anyone willing to pay a monthly
fee provides ‘power to the people’ (Musk, 2022, p. 1), whilst also declaring that
that the $8 charge to retain (or indeed acquire) a blue tick was necessary, in order
to ‘pay the bills somehow’ (Cruse, 2022, p. 1), referring to the precarious finan-
cial position in which many social media companies find themselves (Bobrowsky,
2022). However, the evidence presented in this research shows that the move to
a subscription model is likely to further jeopardise the safety of women in the
online space, by removing the content filters that facilitate safer participation on
the platform. These tools act as a shield against abusive and threatening contact,
as well as providing the ability to connect with women in other public facing roles
who are able to offer support. To be clear, the verified account status available to
individuals in the public sphere between June 2009 and November 2022 did not
stop online abuse, but it did go some way towards providing women the space
they needed to maintain an online presence without experiencing the psycho-
logical trauma of seeing multiple abusive comments. When the range of different
protections on a verified Twitter account were optimised, it meant that whilst the
abuse still occurred, its targets did not see it, leaving perpetrators shouting into a
virtual void (Watson, 2022).
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Differences in the Nature of Online Abuse within Public
Sphere Occupations

This research has identified differences in the nature of online abuse within the
occupations of academia, journalism, policing and politics. For during conversa-
tions with women working in these areas, it became apparent that women oper-
ating at different levels of a professional hierarchy experienced online abuse in
contrasting ways. Perhaps unsurprisingly, when individuals reach a certain level
of seniority, they are more likely to have access to a range of protective meas-
ures that insulate them from seeing and experiencing the worst excesses of online
abuse. These measures would have originally taken the form of the Twitter veri-
fication process discussed above but now occur through the management of an
individual’s social media profile by others.

Sarah, a senior Police Officer, explained how being part of a large organisation
offered a buffer from the worst ravages of online abuse:

So, I have some layers of... protection’s too strong a word because
it isn’t really protection, but I've got an extra set of eyes looking at
it to protect me. I've never reported anything to the police, because
to be frank, if it were to reach that sort of level, probably the secu-
rity team within [the named force] would investigate it for me.
(Sarah, Senior Police Officer)

Similarly, when women reach a senior position in politics, they typically see
less of their social media even though the actual amount of abusive communica-
tion being directed at them increases:

When you are in a position of leadership, you have to withdraw from
social media to an extent, and in some ways that gives you a lot of
freedom. Because I wasn’t seeing the abuse, I wasn’t aware of it. My
staff were having to wade through it all, and it was taking hours.
(Charmaine, Member of Parliament until December 2019)

In contrast, it became clear that for politicians, women at a relatively junior
level were frequently left to manage their own social media presence, as the few
staff members they employed were almost entirely engaged in constituency
casework:

When I was a junior minister I would still be reading my Twitter
mentions, I would see sometimes that people would tag me and also
Nick Clegg or David Cameron, and I'd get lots of abuse. But obvi-
ously David Cameron and Nick Clegg weren't reading their Twit-
ter mentions. And so I think that some of the people who probably
end up bearing the brunt of the impact of such abuse, are either the
staff of those whose positions are in leadership, or people who are in
senior roles like being an M P, or an academic or journalist who are
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in the public eye, but who are not always operating at a level where
they would have staff to manage it for them. Such as backbench
M Ps or junior ministers. (Charmaine, Member of Parliament until
December 2019)

Furthermore, the organisation of the Parliamentary system at Westminster
does little to provide universal institutional support to individual members.
Instead, the House of Commons has been described as:

659 individual small businesses, working under an ever-increasing
load and more complex environment. They now deal with issues
and communicate in ways unheard of a few years ago. They
require more backup staff, more computer resources, and more
allowances to enable them to travel back and forth to Parlia-
ment, living away from home for days at a time, while keeping in
touch with the problems and issues of their constituents (Besley &
Larcinese, 2011, p. 292).

This problem is exacerbated for local authority Councillors, who have no staff
support, and who receive only very limited expenses, and are often simultane-
ously undertaking paid employment.

Holding a position of seniority within the public sphere is also likely to pro-
vide women with greater access to the police and other law enforcement agencies
if they find themselves on the receiving end of online abuse. For politicians in par-
ticular, this appeared to be a broadly positive relationship, encouraging them to
report incidents of online abuse or threatening behaviour. In addition, the police
often work in co-operation with the Parliamentary security team, to monitor the
social media accounts of politicians, as Patricia explained:

I was on a coach down to London for the People’s Vote march' and
the police called me to say they’d picked up this tweet and that they
were worried. I hadn’t even seen it. So, fair dues to the police for
doing a good job there. They handled it really quickly. (Patricia,
Member of Parliament until December 2019)

Charmaine illustrated how her staff had worked with the police and parlia-
mentary security to identify a perpetrator of abuse:

I had one case where someone who made a threat towards me had
sent multiple unpleasant tweets and emails in the past, and my staff
recorded it all on a spreadsheet. So that was more ammunition for
the police. So, the police went around and arrested him. Sometimes
the police took action, sometimes it was more a kind of tracking

123 March 2019
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and using parliamentary security services. I felt like parliament had
really upped its game and the police took it really seriously. It felt
that they were professional in providing that support, so that was
good. (Charmaine, Member of Parliament until December 2019)

Loretta recounted a similarly positive relationship with the police in her
constituency:

The [local] police have been amazing, they have taken this seriously

from the word go. I know this is very different for my colleagues
from all parties. From the point this all started, we have emailed
[threats or abuse] to a point of contact, we've emailed with copies
and screenshots of anything we’ve seen. And they’ve assigned a
police officer to look at all of the communications from this person
over the last couple of years, and the police have built a much big-
ger case from the cumulative effect of the posts, and linking them
to stronger, more unpleasant language. The police have been really
good. (Loretta, Member of Parliament)

However such positive experiences were not universal. Peggy demonstrated
how, whilst generally well-meaning, the treatment she received from her local
police force often necessitated having to relive the abuse she had encountered,
which was traumatising:

When I initially received multiple rape threats [in 2015 ], I went to
the police and back then I think they were less prepared for this sort
of digital crime. I think they are better now. But like any victim of a
crime, and violence against women and girls crimes seems to be the
worst, the onus is on me to do the work. When I initially went to the
police, they gave me hundreds of pages of evidence of people saying
stuff to me [online], and I was expected to read though it all. I just
gave up because it made me feel ill and I didn’t want to do it. It’s very,
very time consuming and I don’t have a lot of spare time. And that
hasn’t changed. To get a conviction against people who are perpetrat-
ing online abuse, I have to be caused harm; so the mechanisms that I
would use to protect myself, they have to be undone in order for me to
take cases to court. I will be caused harm, because I will read it and 1
will read the things about how they want to kill my children, and it’s
very harmful to me. And it’s harmful to how I behave in the future.
And there is a problem with that, it shouldn’t be me who has to do it.
(Peggy, Member of Parliament)

Peggy’s experience reflects wider concerns about the way women are treated
by the criminal justice system when they seek to report gender-based violence
(Jackson, 2021).
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Jane (2017a, p. 88) has been more forthright in sharing her view that criminal
justice agencies have ‘done little to support women, to bring offenders to account,
or to even acknowledge the problem of gendered cyberhate as a problem’, an
assertion that is supported by the finding that the police in England and Wales
rarely enforce legislation relating to online abuse (Salter, 2017).

The explanations presented for this are both diverse and complex and encom-
pass issues of misogyny, power and freedom of speech.

For women employed in public facing occupations outside of the political
sphere, and particularly those based in the USA, their interactions with the police
when reporting online abuse were far more varied, which is more consistent with
the findings of Jane (2017a) and Koziarski and Ree (2020):

When I had received a threat online, I called the police and they liter-
ally said ... ‘we have nowhere in our system to record this’. And they
said we feel for you, but we have no way to record this information ...
good luck to you. They were utterly uninterested. (Sophie, Academic
and Journalist, USA)

I have reported online abuse to law enforcement in the past, although
nothing’s ever come of it, so I've stopped doing that. (Judith,
Journalist based in the USA)

Both Sophie and Judith chose to forego contact with the police when faced
with episodes of online abuse instead seeking to block known abusers, or increase
security settings on their online accounts. They implemented these solutions
themselves, without intervention from criminal justice agencies, which they
believed would be futile.

Catalysts for Online Abuse

It is not only the role that they hold that singles out women in public facing
occupations for online abuse. The abuse is frequently exacerbated by the news
cycle, the political landscape, the nature of the debate and certain key conten-
tious issues, any (or all) of which can coalesce with an individual’s perceived
position of authority within an organisation to create a toxic combination where
abuse appears to flourish. Sometimes abuse may be triggered by a trivial event
or throwaway comment. Nevertheless, this study has discovered that there are
certain issues that act as a catalyst for abuse. These issues are predominantly those
that require people to adopt a binary position. Three issues which were repeatedly
mentioned were the issues of Scottish independence, Brexit and gender identity.

Scottish Independence

The referendum on Scottish independence took place on 18 September 2014. In
a hard fought, and often tempestuous campaign, Scotland voted by 55.3 per cent
to 44.7 per cent to remain part of the UK (Mullen, 2014). The result was not
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uniform across the country, however, and some areas, including Glasgow and
Dundee, voted heavily for independence (Mullen, 2014). Despite a decade pass-
ing since the campaign, Scottish politicians continued to identify the referendum
as being a catalyst for online abuse, with supporters on both sides of the debate
frequently engaging in derogatory communication.

1 know there are some who want to tell us that the referendum cam-
paign was wonderful, which Salmond himself said was terrific and
joyous, I can tell you it wasn’t. It was utterly horrible, foul, nasty and
abusive and it gave the public permission to be exceptionally bad. 1
was seeing it online. I responded to a comment which was ‘scum out
of Scotland’ or something, and they just shouted abuse at me ...
(Sally, Politician in Scotland)

Even politicians from other parts of the UK who expressed support for the
‘NO’ campaign (those wishing Scotland remain part of the United Kingdom),
found themselves the target of abuse:

You would know if you posted something about campaigning to
remain in the Union, that you would get this onslaught from Scottish
Nationalists, or trolls or whoever. Within minutes, you'd get a hun-
dred and something [tweets] based on what you'd said on Twitter.
(Loretta, Member of Parliament)

Wendy, a local councillor in Scotland, similarly felt that her position on the
Scottish independence issue made her a target for online abuse:

The SNP, being the front for independence, we are a very targeted
group in terms of online abuse. (Wendy, Local Councillor)

The Scottish referendum campaign presented what some believe was the first
orchestrated campaign of online abuse against women politicians in the UK:

I think the independence referendum was the first mass political
campaign that generated online abuse, certainly in a UK context. I
believe Scotland was the petri dish ... for really rabid online abuse.
1t’s not exactly a very proud thing for Scotland to have been first in!
1 don’t know what the Scottish independence referendum would have
been like without social media. It's hard to think how it could have
been any worse. (Klaudia, Politician in Scotland)

Alex Salmond, who was Leader of the Scottish National Party at the time of the
independence referendum of 2014 (Mullen, 2014).
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Research in this area (McKay, 2020) confirms that the independence refer-
endum of 2014 saw female politicians receiving a large amount of sexist and
homophobic abuse. Set against a backdrop that depicts Scotland as an open and
inclusive society that is more egalitarian than other parts of the UK (Nicolson &
Korkut, 2022), it could be assumed that the online environment in Scotland is
similarly equitable. The reality is very different, with research confirming the
perpetuation of a gender gap in online political engagement, both throughout
Scotland and the wider world. Men in Scotland are more likely than women to
use social media and other online forums to discuss political and current affairs
(Quinlan et al., 2015). The reasons for this are complex but are likely to include
the enduring presence of sexist viewpoints that believe women in politics are sub-
verting traditional gender norms (Childs, 2008), an ideology that is likely to be
magnified in the case of LGBTQ women (Pedersen et al., 2014).

Many contributors felt that the continuing campaign for independence brings
together several controversial issues:

I think there were different groups of people who I annoyed by
existing. So, there was kind of Brexity, UKIPy people, there were
the cybernats. Obviously the Brexity people said how dare I want
to remain in the EU, the cybernats said how dare I want to stay
in the UK, the Corbynistas said how dare I have been in coalition
with the Conservatives! (Charmaine, Member of Parliament until
December 2019)

The Scottish independence referendum was one of the first times
that binary identity politics was felt so strongly by so many. Brexit is
another. The Scottish independence referendum was about the idea
of losing your country ... (Klaudia, Politician in Scotland)

In the run up to, and in the aftermath of, the Independence referen-
dum, that’s when it [social media debate] was at its most heated.
And that’s because we push people to extremes, and people become
less tolerant of each other. And when there’s only two answers to one
question, that’s compounded. (Julia, Politician in Scotland)

Julia continued, drawing parallels between the Scottish independence referen-
dum, and other binary debates that have taken place in the UK since 2014:

There’s no doubt in my mind that political culture’s got harsher and
less tolerant because we’ve been obsessed with binary questions. We
face complex questions presented as having two easy answers when
really, the truth is that you can’t resolve these things with a tick box
exercise ... (Julia, Politician in Scotland)

Since the evidence discussed here was collected, there have been major changes
to the political landscape in Scotland, affecting both the Scottish and Westminster
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Parliaments. In February 2023, the resignation of Nicola Sturgeon as First Min-
ister and leader of the Scottish National Party (SNP) elicited widespread surprise
(Carrell et al., 2023), which was only surpassed by the subsequent police inves-
tigation into alleged financial irregularities within the Scottish National Party
(Gecsoyler & Carrell, 2023). Sturgeon’s resignation came just weeks after the
resignation of New Zealand’s Prime Minister, Jacinda Ardern (Muzaffar, 2023),
with the departure of two strong women leaders (Diers-Lawson, 2022) in quick
succession increasing concern over the demands placed on women politicians
(Cowper-Coles, 2020; Harmer, 2017). Pivotal to these concerns is the growth of
online abuse.

Brexit

The neologism ‘Brexit’ was first coined in 2012 when it emerged in reference to
debates about the UK withdrawing from the European Union (EU) (Fontaine,
2017). The subsequent referendum produced a national vote in favour of leav-
ing the EU by a margin of 51.9 per cent (Matti & Zhou, 2017) to 48.1 per cent
(Mavragani & Tsgarakis, 2019). Like the Scottish independence referendum, the
decision to vote ‘leave’ was not uniformly reflected across the country, with wide
geographic and demographic variations in the result (Matti & Zhou, 2017). The
rancorous nature of the Brexit referendum campaign, coupled with the tortuous
parliamentary negotiations that followed, as the UK government attempted to
pass into law the results of the legally non-binding result (Smales, 2017), has led
to a large amount of debate and scrutiny. There have been several studies high-
lighting the rise in online abuse that occurred in the Brexit referendum campaign
and its aftermath (e.g. Evolvi, 2019; Gorrell et al., 2020; Ward & McLaughlin,
2020; Watson, 2019). It was unsurprising, therefore, to find that Members of
Parliament had found themselves similarly targeted:

[ Brexit ] was vicious. There was an attempt to really make me feel
as though I was not welcome here. And that was UKIP, and there’s
been some really vicious stuff in this area from UKIP. Really vicious
stuff against other women. (Patricia, Member of Parliament until
December 2019)

I don’t think they would have done that [online abuse] to the men.
There are male M Ps who took the same Brexit position as me, and
both ultimately have lost their seats, but they didn’t get the abuse.
It was just legitimised. The lack of respect and the aggression was
horrific. (Phyllis, Member of Parliament until December 2019)

The Brexit referendum definitely polarised people... I am seen as
just a Brexiteer. There’s nothing more to my personality, according
to some people online, than me being a Brexiteer, and that makes me
terrible. [In their opinion] I'm scum, I'm a traitor, I'm all sorts of
stuff, which I was never really getting before. (Simone, Member of
Parliament)
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Despite being the target of online abuse, some were philosophical about the
consequences of such a polarised debate, believing it inevitable:

In terms of Brexit ... I received both abuse and support, both from
Remainers and Brexiteers, because there was no way that you're ever
going to make everyone happy in the Brexit debate. Broadly speak-
ing, everybody got a level of abuse about Brexit because you couldn’t
have it otherwise. I campaigned for Remain, I also then voted for the
deal because I think it needs to be over, and my constituents voted
Leave, and so I was pragmatic in my approach towards Brexit ...
Everybody got a level of abuse. If I'd had been very pro-Remain, I'd
have got loads of abuse from Brexiteers, and vice versa. I mean, some
of the more middle-class abuse I got from Remainers was quite enter-
taining. (Caroline, Member of Parliament until December 2019)

1 think particularly after Brexit and the way in which politicians were
treated by the media [online abuse increased]. Because it divided the
country in two ... there weren't many people who were indifferent!
And therefore, by their very nature, they were going to be confronta-
tional. (Nicola, Member of Parliament)

However, what was surprising was that women in other areas of politics, such
as Members of the House of Lords, and local authority representatives, were also
targeted. Smita confirmed the rise in Islamophobic abuse on social networking
sites post-Brexit:

Whenever something big happens, like Brexit, or if there’s been a big
terrorist incident ... then I know that I've just got to deal with things
online, in a different way. After the abuse I received during Brexit,
I discussed it with other BME councillors, and we picked it up with
the [council] leader, and she recognised it as a wider issue, and just
said, ‘look, if anybody feels that they are under attack or they are
receiving abuse as a result of Vote Leave, then you've got to report it
straight away’, and I think she reassured us a little bit that we weren’t
on our own at that point. And then a lot of the colleagues around the
room stood up and said, you know, I voted to leave but there’s no way
that I would ever endorse that kind of activity. So, that reassured us
a little bit. (Smita, Local Councillor)

Similarly, women across the other three occupations being investigated also
found themselves receiving more online abuse both during and after the Brexit
referendum.

1 do think — this may just be a coincidence — my book came out last
summer, which was after the Brexit vote, that there is a little bit more
confidence among racists to be openly racist now, which they didn’t
have before. (Linda, UK-based journalist)
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We were involved in an investigation into something that was con-
nected to the referendum. The abuse against me, from both sides
of this argument, massively increased at that time. Whenever I've
tweeted about the police’s role in providing advice to government on
the use of the EU powers, I get a lot of comments saying ‘oh, she
must be a Remainer’, a complete poo-pooing of any professional
views I might have. (Sarah, Senior Police Officer)

Gender Identity

The third catalyst for online abuse is the issue of gender identity. Unlike the other
two events discussed in this chapter, this is a debate that has not been subject to a
public vote. Indeed, some have gone so far as to argue that it is a debate that has
occurred predominantly online (e.g. Colliver, 2021). Nevertheless, despite lacking
an overt and more traditional political platform, the debate around gender iden-
tity has gained a notoriety for generating online abuse.

Debate has centred around the awareness of the structural rights (Colliver,
2021) of (mainly) transgender women to access public spaces using their preferred
gender identity and the concerns of others that some single-sex spaces remain
(Aspani, 2018). In Scotland, this debate has coalesced around the discussions that
have arisen as a result of the Gender Recognition Reform (Scotland) Bill (2022)
(Pedersen, 2022). Debate on this issue has been notable in several ways. In addi-
tion to being located predominantly online, it has also brought together people
with a number of different intersectional identities and has proven challenging for
many women who have previously found their identities as feminists and champi-
ons of women’s rights unchallenged by a dominant hegemony. However, in com-
mon with the Scottish independence campaign, and the Brexit referendum, this
issue has once again seen women in public facing occupations become the target
of unpleasant and violent abuse:

1 just need to put a photograph of a [trans ] flag out, and you get the
abuse coming in. I receive online abuse fairly regularly because some
of the things I put out on social media are clearly linked to trans
rights and trans issues. I do find it quite upsetting. Most of what
I put out is not controversial. But I get abuse back that’s political:
‘What are the police doing ... the police should be out locking up bur-
glars’, and all that kind of thing. That’s one thing. Then there’s the
complete anti-trans stuff, which is really hurtful. (Samantha, Senior
Police Officer)

Samantha then discussed what had happened when she had tweeted about the
police using preferred pronouns:

I knew that it was always going to have a degree of controversy,
because many people will say, ‘what right has anybody got to tell me
what pronouns I should be using?’. I knew that would be the case.
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I never expected it to get over one million views. I think if I had, I'd
have probably spent a bit longer planning it. That said, I don’t think
I'd have changed anything about what I said. (Samantha, Senior
Police Officer)

It was not just in the realm of criminal justice that gender identity was a point
of conflict:

The gender identity issue has also led to a massive reaction.
I tweeted something asking people to fill in a consultation response,
something that’s not controversial, just asking people to fill in a gov-
ernment consultation, and then I'll get replies to that, saying that I
hate women, or that I am a misogynist. (Wendy, Local Councillor)

When I've been engaging very carefully in a debate around trans
issues and whether trans women should be able to compete at the
Olympics, on the back of something I tweeted, I had an email
from an individual saying, ‘we’re watching your Twitter account,
you tweeted two things from the Daily Mail, how dare you, if you
tweet a further thing from the Daily Mail, you'd better watch out’.
(Agita, Member of the House of Lords)

I will not engage in any conversation about trans rights, no matter what
I think, because it doesn’t matter how carefully people phrase what
they’re thinking. If you do it wrong ... you get absolutely hammered.
And it genuinely scares me. (Rose, Academic based in the USA)

Lack of Nuance in Debate

What these catalysts for online abuse share is a demand that individuals adopt
an immovable position on a given issue. Such an insistence leads to the forming
of very binary opinions. Many participants in this study highlighted this lack of
nuance in important debates.

The increased polarisation of opinion, as described by participants in this
research, echoes the work of Sunstein (2009a) on group polarisation, and Pariser
(2012) on filter bubbles, first discussed in Chapter Four. Whilst not directly refer-
encing either theory, participants did describe their concerns over the polarisation
of debate. Of most concern, was the perceived lack of nuance in discussions that
occur over social media (Harlow et al., 2020):

What'’s been demonstrated to me is that we’ve lost the nuance of
debate. And I think that’s one of the things that social media has
exacerbated. (Esther, Member of Parliament)

In reality, lines are fuzzy and humans are awkward, and there will
always be someone that you annoy. There will always be an exception
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For Esther, a Member of Parliament elected for the first time in 2019, there is
a link between the lack of nuance in debate, and both the Scottish Independence
and Brexit referenda, which only offered a binary choice to voters on important
issues. It has been argued that making decisions in this way traduces political
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to the rule, and [people online] do not want to deal with exceptions.
They don’t want to deal with nuance and complication and humanity.
They want everything to be simple. If we don’t manage to get a set of
manners on how we interact on social media, and we spend more of
our lives in fact on social media, then we lose the ability to debate.
(Rose, Academic based in the USA)

One of the problems with our political system is nuance is dead.
People are looking for ulterior motives and debate has gone.
(Caroline, Member of Parliament until December 2019)

debate and increases polarisation (Reisach, 2021):

Speaking to people for this research has revealed support for a possible link
between the lack of nuance in debate and a growth in intolerance, as suggested

1 think we like to put people in boxes. We like to know what catego-
ries people fit into, before we can attach all our assumptions onto
them, and I think there’s no doubt that both referendums have been
incredibly divisive. (Esther, Member of Parliament)

by Sunstein (2009a):

I feel that people are being radicalised and egged on by others
[online] in a way that is much more impactful than a random group
of friends that meet down the pub. A part of it is because people
gravitate towards others that are like them, so the people who are
most extreme find others who are extreme. (Charmaine, Member of
Parliament until December 2019)

The reason we’re in this situation is that we're in such a polarised
world now ... and social media really amplifies that. If you have
a face-to-face conversation, there’s much more nuance. [But when]
you get on social media, suddenly you have to pick a side, then you
have to stick to that side, and people dig their heels in. And you're
not allowed to say, ‘I don’t know’, or ‘I haven’t thought about it’. You
have to have an opinion. And that’s very dangerous, because if you
look at [many ] debates, you're not allowed to say ‘I just don’t know’
because social media doesn’t give you that space for grey. It’s all very
black and white. (Michelle, Journalist based in the UK)

Twitter can be very divisive. I think that nature of the beast has
changed a lot over the years. It was very different ten years ago.
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It was quite gentle; it wasn't the way that it is now. It’s really morphed
into something else since. I do think the extremist elements online are
successfully dominating those platforms more and more, making it
more difficult for everyday people with nuanced opinions ... most of us
don’t hold very extreme opinions ... to exist online. I think we're get-
ting pushed further and further away. (Sally, Politician in Scotland)

Sally is not alone in identifying an increase in the polarisation of political
discussion in Scotland. This issue was also highlighted by Bennett et al. (2021) in
their identification of the various political cleavages in Scotland, including inde-
pendence, Brexit and the relationship with the Westminster parliament. It is clear
from both the literature and this empirical research that entrenched differences
in opinion create silos not only between political parties but also within them, as
the continuing fissures in both the SNP and the Labour Party have demonstrated
(Julios, 2022).

Linda, a journalist based in the UK, felt that the voices most often heard in
online debates were white and male, reflecting research undertaken by Kasana
(2014) that reported that the most vocal online political commentators fitted that
description:

If you happen to be a woman, or you happen to be a minority, and
a minority woman in particular, then it’s almost impossible to be
heard without receiving abuse. It’s really unfair. (Linda, UK-based
journalist)

Linda made an important distinction, however, between opinions aired on
online platforms and the reality. Her opinion chimes strongly with that of Bruns
(2019), who is sceptical about the power attached to filter bubbles and echo
chambers:

I think it’s a very poor gauge of public opinion. I think the people
who are on it [social media] are certain kinds of people. And it’s
definitely not representative of the population at large. And I think
it’s becoming more unrepresentative as time goes on, because of the
extremist element who are so disproportionately active on it. (Linda,
UK-based journalist)

Julia, a politician who has worked on numerous campaigns, agreed with
Pariser’s (2012) description of online filter bubbles, believing that political dis-
cussion that occurs on online platforms is likely to reinforce the views of those
contributing:

It delivers on a confirmation bias, where you convince people that
agree with you already that you are even more right in your outlook,
but what you don’t do is persuade people of your cause ... (Julia,
Politician in Scotland)
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Several contributors felt that the polarisation of debate in itself was a
contributory factor in the growth of online abuse:

I think Brexit has changed the conversation in terms of what people
think they can tweet. (Agita, Member of the House of Lords)

In politics generally, the atmosphere is so toxic. I'm not sure we can
divorce social media from everything else in this respect, it’s just one
of the more intense expressions of the horrible state that the coun-
try’s in at the moment. The country’s in a dark place. 1t’s frightened,
it’s negative, it’s scapegoating everything and everybody, including
the European Union. Social media has become a really focused and
intense expression of that. (Patricia, Member of Parliament until
December 2019)

If you dare to say, ‘it’s not as clear cut as that’ [about any issue],
then you're immediately attacked ... they’ll pile on. And otherwise-
rational people tell you you're cruel and heartless. People get very
worked up and they grab on to things very tightly and I think that
creates an environment where abuse becomes a natural biproduct.
As soon as you take this to its logical end, abuse is the end point,
and it is almost always abuse of women. (Rose, Academic based in
the USA)

Consequences of Online Abuse

There are many consequences of experiencing online abuse. At an individual level,
one of the main consequences is withdrawal from the online space. However, the
consequences of online abuse are broader than this, and frequently extend into
the occupational and organisational sphere.

Two further consequences of online abuse have been identified in this research:
the occupational impact; and the framing of abuse as an attack on the wider
organisation that women in public facing occupations represent.

There is a value in analysing the impact of online abuse at a wider level,
namely the harm that is inflicted on an individual’s occupation. Once again, the
four public facing occupations of academia, journalism, policing and politics are
scrutinised, drawing upon the experiences of women employed across these areas.

In October 2019, the House of Commons Joint Committee on Human Rights
(House of Commons, 2019b) published the report of their inquiry into threats
posed to Members of Parliament. Following a detailed investigation, the report
concluded that ‘MPs are regularly threatened with physical violence and are sub-
ject to harassment and intimidation whilst going about their wider public duties.
This undermines our democracy and demands action’ (House of Commons,
20190b, p. 3). It is a fact that MPs have always faced a threat to their safety. The
terrorist murder of David Amess MP in October 2021 and the assassination of
Jo Cox in June 2016 (Durie, 2021) are only the latest deaths of politicians. Before
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these most recent attacks, seven other Parliamentarians had been killed, includ-
ing the Prime Minister, Spencer Perceval, who was killed in 1812 by a man who
blamed the Conservative government for his wrongful imprisonment in Russia
and Anthony Berry, who was staying at the Grand Hotel in Brighton when it was
bombed by the Provisional IRA in 1984 (Power, 2019). However, the investiga-
tion undertaken by the House of Commons Joint Committee on Human Rights
(2019b) identified that online platforms present a new source of hazard. The com-
mittee declared that:

The advent of social media means that the whereabouts of MPs,
whether at home or at work, are very widely known. Social media
is important for MPs to communicate directly with their constitu-
ents and account for what they are doing on a regular basis. It can
be a tool to foster democracy, to enable people to discuss the issues
of the day and to allow people to learn about and assert their
rights. But it is also used by people who anonymously threaten
MPs and by those who whip up hostility and violence towards
MPs. (House of Commons, 2019b, p. 5)

This concurs with research published by Amnesty International (2017) and is
echoed in the empirical evidence presented here.

As well as having a significant negative impact on individuals, the online abuse
and associated threats detailed in this study has a similarly malign effect on an indi-
vidual’s ability to do their job effectively. This has far-reaching effects on both their
professional standing and their ability to serve the public in the way they intend:

It [online abuse ] has an impact on my job. I find it really hard to do
surgeries, I only have one surgery a month. I would love to do more,
but to do four surgeries a month on my own ... I wouldn’t feel com-
fortable doing that. So, I do one a month, and I do that alone. I know
my male colleagues do more. It limits my participation in politics.
(Wendy, Local Councillor)

Of course it [online abuse] does impact all the time, that’s why we
do the job in a totally different way than we did. So, for instance, 1
never advertise where I'm going to be. I used to do open surgeries all
over the constituency: supermarkets, libraries. People would just roll
up. Now, we do them all in the office, where we’ve got huge security.
Every person who comes into the office, must provide their name,
their address. If anybody’s coming, we know who they are, where
they live, and if we have any worries, we’ll just do the surgery over
the phone. It's massively impacted the way we do the job. (Loretta,
Member of Parliament)

It is not only politicians who face curbs on their occupational activity as a con-
sequence of online abuse. As Veletsianos et al. (2018) reveal, women academics
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are also frequent targets for abuse, which damages their occupational impact. The
demands of the Research Excellence Framework (REF) also expose UK academ-
ics to online abuse. The pressure to build professional collaborations (Kapidzic,
2020) and perform successfully in the REF leads many academics to increase
their online presence, in a bid to evidence public engagement with their research
(Barlow & Awan, 2016). But this in turn has led to an increase in the amount of
abusive and threatening communication they receive. Writing in advance of the
REF in 2014, Alison Phipps urged that ‘HEFCE? and the higher education sector
in general need to understand and acknowledge what they are asking academ-
ics to do, offer us better support, and pay particular attention to the problems
faced by women in the public eye. It is harder for us to have impact in the first
place — and when we do, it comes at a price’ (Phipps, 2014, p. 1). Christie con-
firmed this when recounting her own experience, believing that the safety work
(Vera-Gray, 2018) that women are necessitated to engage in is a manifestation of
institutional gender bias:

It’s unfair to say, ‘well because you’re a woman you need to oper-
ate differently and potentially limit career opportunities for your-
self" because it’s unsafe’. That'’s just entirely unequitable. It's a
real point of contention ... I'm constantly having to unfortunately
argue to do things that are less safe, for the purposes of my career.
(Christie, Academic at a UK university)

In the USA, academics must achieve tenure in order to obtain job security
and career progression (Shreffler et al., 2023). One way that a candidate is judged
suitable to be awarded tenure is through their level of public engagement (Tierney
& Lechuga, 2010), with online platforms increasingly used as a mechanism for
securing public engagement in research (Barlow & Awan, 2016). The targeting of
women academics for online abuse and threats is having a deleterious effect on
this process. Eileen is an academic from the USA; at the time of this research, she
was on a secondment to mainland Europe but recounted her experience aiming
to secure tenure in the USA:

My job is my ability to speak as an expert in this field. So, in the US
we have the tenure system for faculty ... basically you're in a job and
then you have six years to demonstrate that you are an expert in your
field, and if at the end of that time they say yes, you've demonstrated
that, you get to keep your job. And if you don’t, you're fired. And
women are denied tenure at a much higher rate than men. And so, if
something is affecting your ability to be an expert and speak out as
an expert, and if you're dealing with harassment all the time, instead
of writing papers, it just continues to widen that gap. And so online

’Now the Office for Students and UKRI
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abuse is not about thoughts and feelings. It’s about how it affects my
job, and that affects my pay cheque, that’s the bottom line. Online
abuse has a real consequence to it. (Eileen, Academic at a European
university)

The early investigative work undertaken by journalists to document the exist-
ence of online abuse (Cranston, 2015), means that there is a larger amount of
evidence of the online abuse received by women journalists than many other pro-
fessions. In one of the first pieces of quantitative research to be undertaken into
online abuse, Gardiner et al. (2016) analysed the comments that were made in
response to articles published on the Guardian newspaper’s website. Their study
found that:

whilst the majority of our regular opinion writers are white men,
we found that those who experienced the highest levels of abuse
and dismissive trolling were not. The ten regular writers who got
the most abuse were eight women (four white and four non-white)
and two Black men. Two of the women and one of the men were
gay. And of the eight women in the ‘top 10°, one was Muslim and
one Jewish (Gardiner et al., 2016, p. 1).

As well as highlighting the gendered nature of online abuse, Gardiner et al.
(2016) confirm the negative impact that intersectional identities have on those
engaging online. More recent research has concurred with this view, emphasis-
ing that being the target of online abuse can have a negative impact for both the
journalist and their publication (Searles et al., 2020).

Three journalists spoken to during this study recounted the impact that online
abuse had had on their ability to work effectively:

There is one kind of online abuse that is becoming more common,
which is ... taking offline action. So, they’re calling your employer.
I've heard stories about abusers calling the Department of Family
and Children’s Services, trying to have somebody’s kids taken away.
(Sophie, Academic and Journalist, USA)

If and when I move on from [current employer ], it will be really nice
not to do this every day. (Michelle, Journalist based in the UK)

I've had people tweet at and call my previous employers saying that
1 should be fired for my political views. (Judith, Journalist based in
the USA)

In comparison to the other three occupations being investigated in this
research, there is little research into the experiences of police officers in relation
to the occupational impact of receiving online abuse (Lee, 2020). This was borne
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out by the data in this study, which confirmed that police officers are less likely to
receive online abuse that makes a direct threat:

What is interesting, and I can only conclude that it must be because
I am a law enforcement professional ... perhaps they conclude that
I can do more about an overt threat than an average member of the
public. (Sarah, Senior Police Officer)

This further strengthens the finding that police officers are more likely to
be targeted for abuse that questions their integrity or ability or criticises their
appearance, voice or age, rather than making direct threats.

Online Abuse as an Organisational Attack

By exploring the online experiences of different occupations, it is possible to
reframe episodes of online abuse into organisational rather than a personal attacks:

I and other women I know, have given up real opportunities in our
work, such as speaking engagements, because of threats and bomb
threats to our organisations (Ann, Academic and Journalist, USA)

I don’t see [perpetrators] as dangerous. I think they’re abusive, and I
think they are trying to discourage you from doing the kind of report-
ing you do. Ultimately they’re trying to discourage you from cover-
ing the topic that is criticising them. (Linda, UK-based journalist)

For some contributors, realising that the online abuse they received had an
organisational target, rather than being intended for them as individuals, made it
easier to deal with:

When you look at the profiles of some of the people that dish out the
abuse, they are anti-establishment, anti-everything. I look at them
and think, I wouldn’t want to meet you, I wouldn’t want to have any-
thing to do with you. (Samantha, Senior Police Officer)

Some accounts ... every time you tweet something, immediately
respond with some sort of insult, based on a real or perceived view
they have of your organisation, or what it might stand for. (Sarah,
Senior Police Officer)

Impacts Specific to Women in Public Facing Occupations

Online abuse directed at women in public facing occupations can impact at mul-
tiple levels. Many of these impacts are specific to the public sphere due to the
nature of the role and the public exposure that it often brings. This is especially
the case in two key areas: the impact on women’s participation in certain occupa-
tions and the wider impact on democracy.
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On 4 July 2024, the greatest ever number of women MPs — 263 — were elected
to the House of Commons (40 per cent of the total). Following this General Elec-
tion, 46 per cent of Labour MPs are women, 24 per cent of Conservative MPs
are women, and 44 per cent of Liberal Democrat MPs are women (Cracknell &
Baker, 2024, p. 8). 90 non-white MPs were elected in 2024, 50 of whom are women
(Helm, 2024). This makes the 2024 Parliament the most ethnically diverse in his-
tory, with 25 more non-white MPs than were elected in 2019. The majority of
these are Labour Party representatives (n = 66) (Katwala & Rutter, 2024).

The 2024 General Election also saw 132 Members of Parliament stand down
(Cracknell & Baker, 2024), a figure significantly higher than the 77 MPs who
retired in 2019 (Belam et al., 2019). 33 of those standing down were women
(Priddy, 2024). However, unlike in the run-up to the General Elections of 2019 and
2017, there was not a significant amount of media coverage citing online abuse
as an underlying cause of these resignations. Whilst some women MPs did refer-
ence their experiences of online abuse as a factor in their decision making, with
Mhairi Black, Dehenna Davidson and Joanna Cherry each mentioning the online
abuse that they had received as a factor in their decision to leave the House of
Commons (Drysdale, 2023; Ivers, 2023), there was less discussion of the issue
of the online abuse of politicians in the 2024 General Election, than there was
in other campaigns. It seems that this lack of coverage belied the reality on the
ground. Jess Phillips, an MP who has spoken openly in the past about the online
abuse she has received (e.g. Galpin, 2022; Ginsberg, 2019; Phillips, 2017), was
heckled whilst making her acceptance speech following the most recent election.
The reception she received prompted her to describe in visceral detail the mor-
phing of digital threats into tangible physical dangers, claiming that ‘this election
has been the worst campaign I have ever been involved in’ (Haynes, 2024, p. 1).
In the days following the General Election, the Electoral Commission announced
that they were launching an investigation into the treatment of parliamentary
candidates, in response to reports of an increase in the harassment of those stand-
ing in the General Election, which ‘did put people off campaigning, did put peo-
ple off hustings’ (Ouaguira, 2024, p. 1). Speaking shortly after polling day, the
Chief Executive of the Electoral Commission, Vijay Rangarajan, said “We also
saw, in addition, a tremendous amount of online abuse of MPs, of candidates
in general, and some of those were really quite disturbing - manipulated videos,
misogynistic videos in particular’ (ibid.). By summer 2025, the Electoral Commis-
sion report is yet to be published.

The General Election of December 2019 also saw what was then a record number
of resignations (n = 77) (Belam et al., 2019). Just as in 2024, the reasons for the
departure of so many MPs in 2019 were varied and undoubtedly affected by inter-
nal disputes occurring at the time in both of the two main parties. However, upon
announcing their decision not to stand again, several women cited the online
abuse they had received as a reason (Watson, 2019). For example, the former MP
for South Cambridgeshire, Heidi Allen, told her constituents in an open letter
printed in the local newspaper that:

I am exhausted by the invasion into my privacy and the nasti-
ness and intimidation that has become commonplace. Nobody in
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any job should have to put with threats, aggressive emails, being
shouted at in the street, sworn at on social media, nor have to
install panic alarms at home. Of course public scrutiny is to be
expected, but lines are all too regularly crossed, and the effect is
utterly dehumanising. In my very first election leaflet, I remember
writing ‘I will always be a person first and a politician second’ — I
want to stay that way. So, I have reluctantly come to the decision
that T will not re-stand when the next general election comes
(Pengelly, 2019, p. 1).

This sentiment was shared by a number of politicians spoken to in this study:

My feeling when I lost was at first shock, and then the next day relief.
It was just relief that I didn’t have to put up with it anymore. That
it was worth paying the price of losing my job, losing my career, and
everything, because it meant the end of social media abuse. That’s
how much it weighed on me. I remember saying to friends, it’s like
being in an abusive relationship and if I saw a friend of mine like that
I'd say get out, you're better than this, you don’t have to put yourself
through this, no one should have this just because they’re trying to
do their job. (Phyllis, Member of Parliament until December 2019)

When Brexit was at its height and divisions were strongest amongst

political parties, I did hear a few of my colleagues say I wonder
whether this is worth it, my family are upset. (Lauren, Member of
Parliament until December 2019)

All of my children, at some point over the last two or three years
have said to me, is this really worth it Mam? Do you really want to
stand again? All have thought, perhaps you should just not do this
anymore, which is quite a thing coming from the type of family that
we are. There’s quite a lot of people in politics at the minute, who
have not been able to cope with it. It’s had an impact on their health.
(Loretta, Member of Parliament)

As well as affecting their own decisions to stand for public office, several poli-
ticians expressed concern about the possible impact online abuse could have on
women choosing a political career:

I'm forever encouraging women to get involved, but I know one hun-
dred percent there are young women that look at the replies that
I get on Twitter and look at how I deal with things on Twitter,
and they say to me, ‘oh, I couldn’t deal with that, I couldn’t do
that, I couldn’t do what you do’. I know it’s putting women off.
(Wendy, Local Councillor)
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I felt hypocritical, because [when I was an MP] I would go into
schools on a Friday and encourage people to get involved in poli-
tics, going ‘it’s great, hopefully you guys will be MPs one day’, and
in my heart I was thinking I wouldn’t touch it with a barge pole.
(Phyllis, Member of Parliament until December 2019)

Two women (who had previously sought public office) revealed that their expe-
riences of receiving explicit and violent online abuse had prompted them to seek
alternative careers:

About fifty per cent of the reason why I'm not standing is because
I am not putting myself up for public scrutiny in the way that Diane
Abbott is, or Dawn Butler is, having no support or ownership from
their own party. (Souad, Academic at a UK university)

One of the things that puts me off getting back into politics in a
serious way is the compromise you have to make in terms of the
persona and the realness ... I think that the two aspects of the abuse,
the abuse that you get and the level of accountability that you are
held to unreasonably, frankly drives anyone normal away from poli-
tics, and then you end up just having very ideologically driven socio-
paths being the only people who are willing to get into that space,
and if they fill the vacuum, it just makes matters worse. (Klaudia,
Politician in Scotland)

Klaudia’s view is echoed in research by McKay (2020), which confirms that the
Scottish independence campaign led women politicians to receive a large amount
of sexist and homophobic abuse. The reasons for this are complex, underpinned
by cleavages in political opinion, social class and national identity (Bennett,
2021; Nicolson & Korkut, 2022). In addition, the enduring presence of sexist
viewpoints which assert that women in politics are subverting traditional gender
norms (Childs, 2008) remains a potent tenet (Julios, 2022). In addition, instances
of misogynistic, sexist and racist abuse are frequently minimised (Scott et al.,
2020) and branded as ‘banter’ (Scott et al., 2019, p. 122), creating an online envi-
ronment that is hazardous to navigate.

It is not solely in the occupation of politics that there are problems of recruit-
ment and retention. There is growing evidence that women from other public
facing occupations are also leaving the workplace. Kavanagh and Brown (2020)
highlight the deleterious impact that online abuse has on women academics, sub-
stantially harming their professional progress (Citron & Norton, 2011):

We have different tolerance levels. The thing that got me really
involved in doing this [interview] was the number of women that
I knew that were stopping their public engagements. (Eileen,
Academic at a European university)



120  Gendered Online Abuse Against Women in Public Life

Similarly, whilst the number of women serving at a senior level within the
police service has increased over the last decade, only a third of senior officers are
women (Allen & Zayed, 2024). Evidence obtained for this study suggests that one
of the many factors that may be acting as a disincentive to more women applying
for promotion within the police service is the hostility that they may encounter
online:

1 do know a lot of women who have talked to me about not wanting
to get into really senior positions because of online abuse. They just
think that intrusion is too great. (Imogen, Senior Police Officer)

If women serving in public facing occupations leave these professions, or
choose instead to follow a career in the private sector, multiple negative conse-
quences will result. These were succinctly summarised by Julia:

The idea that people might choose not to participate in democratic
activities because of their fear of abuse, in a digital or a physical
sense, I find really disturbing ... I fear about the future of politics,
because what you'll end up with is more very confident, privately
educated, 50-year-old, white, middle-class men. We all pay a price.
(Julia, Politician in Scotland)

The organisational and structural ramifications associated with a decline in
the number of women in public facing occupations, as predicted by Julia, could
include a roll back in efforts to counter sexual harassment in the workplace (Jane,
2018), a widening of the gender pay gap (Kavanagh & Brown, 2020) and a policy
vacuum at the heart of government. Ultimately, when online abuse forces women
out of public life (in whatever form), the outcome is a further silencing of wom-
en’s voices, this time at a level that jeopardises women’s power and representation
across society (Ginsberg, 2019).

In addition to these potential structural impacts that could be precipitated
by the online abuse of women in public facing occupations, there is an even
greater structural threat posed by pejorative communication — namely, a threat
to democracy itself. Whilst such a claim may appear exaggerated, evidence gath-
ered during this research has concurred with the findings of Gorrell et al. (2020),
Krook (2020) and Majo-Vazquez et al. (2021) that the targeting of one section of
the population for abuse, threat and violent invective in this way is of profound
concern.

The potential threat to democracy posed by online abuse was most clearly
articulated in this research by politicians, who recounted their experiences during
the numerous Parliamentary debates following the publication of the European
Union (Withdrawal) Bill. The Bill was first presented to MPs in July 2017 (Walker,
2021) with the passing of the European Union (Withdrawal Agreement) Act
2020 finally becoming law, having received Royal Assent, on 23 January (Walker,
2021). The tortuous legislative process, which included the resignation of The-
resa May as Prime Minister and the ‘snap’ General Election of December 2019
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(Prosser, 2021), was accompanied by numerous protests and demonstrations out-
side the Palace of Westminster (Elbaum, 2019), which frequently left MPs feeling
at risk for their safety:

In that period outside of Parliament when we had all those dem-
onstrators, it got very difficult at one point to walk down the street
without people shouting after me and being told I was a traitor. This
was from the Brexit side particularly. I knew it was going to be really
hard and that’s exactly how it turned out. There was an awful attempt
to shout me down, I was having abuse thrown at me, online and in
person. (Patricia, Member of Parliament until December 2019)

Patricia proceeded to express her frustration with the advice that was given to
Parliamentarians not to engage in certain activities:

When all the people were demonstrating outside, the Parliamentary
authorities would say things like ‘don’t go over to interviews unac-
companied’. But that is what being an MP is all about. The media
were camped out on College Green, and we were being asked to go
out there and do stuff, and that’s what M Ps do. (Patricia, Member
of Parliament until December 2019)

Lauren also referenced the same demonstrations, emphasising the risk to the
safety of those working within the Parliamentary estate:

It was especially hard when the Brexit debates were on, people were
outside the Palace [of Westminster ], chanting and goodness knows
what else. Things got heated if there were protests, so I'd always
make sure that my staff contacted me on the WhatsApp to make
sure they got home safely. (Lauren, Member of Parliament until
December 2019)

It is important to note that it was not just in Westminster that MPs were being
threatened:

Just before the run up to the General Election, with the ‘Surrender
Bill' * bollocks that Boris Johnson and his allies were advocating,
there was a massive piece of graffiti appeared up in my constitu-
ency that called me a Nazi ... Now given how well documented my
[Jewish] faith has ended up being, there are definitely interest-
ing connotations to all of that. That completely freaked me out

*Prime Minister Boris Johnson used the phrase ‘Surrender Bill’ in the autumn of 2019
to describe the European Union (Withdrawal) (No. 2) Act 2019, which the Conserva-
tive government opposed (Mason, 2019).
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because I'd not had that kind of stuff in the constituency before.
(Caroline, Member of Parliament until December 2019)

Some actions towards MPs were investigated by the police and remained the
subject of criminal proceedings:

There are a couple of people at the moment who are on a charge.
They have been charged with criminal offences from the Brexit angle
because of an attack they made on me on social media. They threat-
ened me with a weapon. (Patricia, Member of Parliament until
December 2019)

In its investigation into the abuse of MPs and the associated threat to democ-
racy, the House of Commons Joint Committee on Human Rights (2019b) empha-
sised the danger of such threats:

MPs should be able to get on with their work and with the job for
which they were elected, vote without looking over their shoul-
der and freely engage with their constituents and the wider public.
No MP should face a barrage of abuse for doing their work as a
holder of public office. It is in no one’s interest, if to stay safe, MPs
retreat and become far more remote for constituents (House of
Commons, 2019b, p. 23).

This assertion was substantiated by Phyllis, an MP until December 2019, who
spoke about the impact that online abuse had on her ability to properly fulfil her
responsibilities as a constituency MP:

You can’t be a very good MP if you're protecting yourself. It’s not
just about the physical thing of being out there, it’s a psychological
thing. You can’t be a very good MP if you're defensive and you think
people are against you and everyone’s out to get you and you feel
threatened. You've got to go out there smiling and shaking hands
and saying hello to everybody and wandering around being pleased
to see them. (Phyllis, Member of Parliament until December 2019)

Peggy highlighted how attacks made on online platforms can cross over into
the offline space, becoming a genuinely physical threat:

A man attacked my office, because of what he thought I had said
about people who voted Brexit. He was charged, and he was con-
victed of causing public disorder. I have since met with him and
talked to him, which is good because it meant that I got to find out
why he felt that way about me. And the reason that he felt that way
about me was because of things he’d read about me by these people
who troll me online. He said to me, ‘I read that you said that people
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who voted Brexit were stupid’. So, I showed him a video of me at the
People’s Vote march where I'm stood on the stage in front of all the
Remain campaigners and I start my speech by saying I never ever
want to hear anybody saying that the people who voted Brexit are
stupid. (Peggy, Member of Parliament)

Within the confines of the House of Commons chamber itself, the fear of the
threat to personal safety had a huge impact on the behaviour of some politicians,
who made decisions that ultimately risked jeopardising the democratic process:

Once we got into the votes against Article 50, or the votes against the
Withdrawal Bill, any of those votes, there was a lot of stuff [online
abuse ] that looked like it was coming from the constituency, to give
you the psychological frighteners, to criticise and undermine and get
you to vote in a different way. I was worried about people’s psycho-
logical resilience during large votes, so when we had a big vote on
the Prime Minister’s deal on Brexit, colleagues would go out and
brief the media that they were going to vote with the Tories and then
over the course of the day there would be a Twitter pile on, and then
by the time it came to voting, there’'d be twelve tonnes of anguish
and then they’d vote with the Opposition. I'm worried that people’s
[ M Ps] minds were changed by social media. I'm worried about the
fact that they can be swayed politically by it. I think that’s bad for
democracy. (Beth, Member of Parliament until December 2019)

I've sat in rooms with colleagues who have said that they voted, that
they felt frightened about the way that they might vote and have
changed the way that they were going to vote in Parliament, based
on online abuse. It was women who were saying it. (Peggy, Member
of Parliament)

There was one time where I had voted in a particular way and I was
going to put something out on Twitter about it, but it was quite late
at night, and I just thought, I really don’t need this now, so I didn’t say
anything. (Lauren, Member of Parliament until December 2019)

Peggy highlighted that it was not just on debates around Brexit that politi-
cians’ votes were swayed by the impact of online abuse. The validity of other
votes, including those on military action, and time limits on abortion, was also
jeopardised:

In matters of war, I remember there was a significant amount of
abuse sent to the women who were considering voting for the bomb-
ing in Syria, and I certainly suffered this. There was a huge amount
of images sent to me of decapitated bodies and stuff, but those pic-
tures were not in any way associated with allied forces. They were
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not even in that country. You get quite a lot of that in the abor-
tion debate as well, sending you graphic images of dead foetuses
and things. And that can change... it won't change the way a person
thinks, but it makes people [ MPs] think I'm just going to abstain
from this. (Peggy, Member of Parliament)

Whilst it is politicians who are predominantly affected by the threat to democ-
racy posed by online abuse, potential disruption to the democratic process as a
consequence of online abuse is also felt by women in other public facing occupa-
tions. In the USA, the register of electors in many States is a public document,
available for anyone to access (Bennett, 2016). Whilst some voters may request
that their home address remain confidential, this is frequently only permissible
if the individual can prove that they have previously been a victim of domes-
tic violence (Roberts, 2024). Online abuse, targeting or other victimisation is not
included as a reason for exclusion from the registers, leaving many women fearful
of being targeted:

I have a friend who eventually just took herself off of the voting
rolls because she was so anxious ... and that’s bad, right? Not being
able to vote, as a citizen. But even if you spent a lot of time and
money, which many of us do, removing our private information from
the Web, in the United States at least, your address is public infor-
mation if you vote. Also, something that I've been talking to legisla-
tors about, there needs to be a way for people’s public information,
their residential and private information not to be public facing, as
a function of their being able to exercise their right to vote. (Ann,
Academic and Journalist, USA)

If you have very basic information about someone, and you know
where to look you can find their information in the voter rolls; or if
you're willing to lie you can buy a tranche of voter rolls very cheaply,
that’s likely to have your person in it. It's very easy, through the
voting rolls, to find somebody’s real address. I know people who
don’t vote because of this, who literally have been disenfranchised ...
because they decided that the risk calculus goes a different way for
them. (Sophie, Academic and Journalist, USA)

It is clear from the empirical evidence presented here that women across the
public sphere are deeply concerned that online abuse is negatively impacting on
the articulation of democratic freedoms in many countries:

These trolls are stopping us from exercising democracy in this coun-
try. That is the message I want to get out there. These people are stop-
ping us exercising democracy. It is serious stuff that they’re doing.
(Jill, Member of Parliament)
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Negative online activity gives space and oxygen to the types of views
and commentary or communities that polite good manners would
have prevented previously, and it has an impact on how people are
seen in the public eye, which is broader than them just not wanting to
be in it. It is actually undermining. You're seeing people being taken
down [online], and shamed, and that has a fundamental impact. It
is not helpful for our democracy and for the way in which women
are perceived in society. (Charmaine, Member of Parliament until
December 2019)

The pollution of the digital space ... which was once termed a great
democratic space is anti-democratic. That’s the sorrow of it. That
we’ve allowed the information space to become so polluted that it’s
eating its own baby. (Helen, Academic based in the USA)

A number of the politicians who contributed to this study have now left the
UK Parliament. Whether they had chosen to not stand again, or were beaten by
an opponent, many found that once they had left the public sphere their online
interactions both decreased and became less abusive:

Before the election, I said if I lost, the one thing I would do would
be to throw my phone in the sea and not have any social media. And
of course, I've set up my own Facebook account now, but actually
it’s nice to enjoy it as a normal person and member of the public.
(Phyllis, Member of Parliament until December 2019)

1 remember after the election when I lost my seat feeling I don’t want
to go onto Twitter because of the gloating, which I was sure would
happen because the abuse was quite bad when I was a minister. And
when I finally did go on a few days later I was like, woah, this is quite
lovely, because it was like a tap had turned off. As soon as I lost my
seat, the abuse stopped. (Charmaine, Member of Parliament until
December 2019)

1t all stopped once I was no longer in the public eye. I like the lack
of pressure, I'm mostly quiet. I don’t care. For me, not being in the
public eye so much now, is good. It’s a tool I can have, like when I
want to go onto Twitter, I can choose how I want to use it. So I get in
less bother! (Julia, Politician in Scotland)

The experiences of these three women upon leaving the political arena con-
firms the exhaustive nature of emotional labour (Hochschild, 2012), and the toll
it takes on women across the public sphere.

However, despite the multifarious malign effects experienced and recounted by
the women in this book, there remain huge benefits to individuals serving in public
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facing occupations as a result of having and maintaining an online presence. The
data presented here have highlighted three key benefits of online interaction as a
facet of work in public facing occupations, namely its value as a communication
tool, the importance of having and maintaining a voice in the online space and
the opportunities provided for mutual support, especially from other women also
working in public facing occupations.

The benefits offered by the multiplicity of online platforms as tools to com-
municate with the wider public are potentially innumerable, but at the most basic
level, include the opportunity to interact directly with constituents and other
members of the public, beyond the confines of traditional media (Coleman,
2005), and the scope to gain a snapshot of public opinion in a much quicker
way than would have been possible before the advent of the internet (Soontjens,
2021).

Despite their personal experiences, the vast majority of participants
remained able to capitalise upon the use of online platforms as a means of
communication:

1 get an awful lot of casework come through Facebook. A constituent
can contact me via Twitter, via Instagram, via any of those means, 1
think it’s useful being that open and transparent, and giving people
as many possible ways to get in touch with you as they can. (Simone,
Member of Parliament)

The social media accounts you have during the campaign you always
maintain, so people are instantly able to contact you once you're
elected. You walk in on a Monday and look at a laptop and the email
is already up and running. People’s expectations of contact and
response are different to what they were twenty years ago. (Esther,
Member of Parliament)

It was a tool for me to communicate with my constituents. Sharing
your insights with people and noting future predictions or observa-
tions that are slightly left field can be very validating, and that’s one
of the things where I think a different gender or different race per-
spective can come in and allow parity of being heard. So, that’s why
1 think online platforms are important. Everyone’s equal. (Lauren,
Member of Parliament until December 2019)

Even those who have now left frontline politics still appreciated the benefits of
online interaction:

For me, even though I'm not in the public eye so much now, [social
media] is still in some ways good. It’s a tool I can have, like when
I want to go onto Twitter and have a conversation, I can choose
how I want to use it. (Charmaine, Member of Parliament until
December 2019)
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The communication benefits were the most apparent for politicians, but women
in other public facing occupations also harnessed the benefits accrued from hav-
ing an online presence. Nevertheless, the threat posed by online abuse remained:

Iwrote an article that was shared a hundred-thousand times or more.
It actually does mean that people are interested in talking, and there
was lots of positive stuff that happened, and I had lots of journalists
and writers and historians got in touch, and that was really interest-
ing. It created a community. (Emma, Academic at a UK university)

You have to balance the benefit of tweeting out and informing people
as to what it is that we are up to as an organisation, against being the
subject of ridicule and abuse. (Stacey, Senior Police Officer)

Academics including Crawford (2009), Jackson and Banaszczyk (2016) and
Harp et al. (2018) have written in detail about the role that social media platforms
have in giving women a voice, and many of the women contributing to this study
support this viewpoint:

1t’s really important. It gives me a channel to the outside world, that
I wouldn’t otherwise have. Because we’re a small party, and our polit-
ical system and our media’s quite hostile in a way to small parties.
1t is really important for me to have a way of putting my perspective
out there (Maya, Politician in England)

People have the right to information. National media has not shown
themselves to be terribly adept at always promoting what is correct.
(Nicola, Member of Parliament)

In addition, several women spoke of the importance of maintaining their own
Twitter account, as a means of having an ‘authentic’ voice, over and above the
corporate channels of their organisation that were frequently run by internal PR
teams:

I wanted to make sure that [my organisation] had its own voice
separate to mine. [ The organisation ] can’t say things that I can say,
and vice versa, and I wanted to make sure that was clear. (Souad,
Academic at a UK university)

1 have had over time, particularly from communications professionals,
people suggest that they run my Twitter account. But then I think you
do lose [my ] voice, and over time it just becomes a corporate account
which I think is less interesting. (Sarah, Senior Police Officer)

I felt that it was important to maintain an authentic first-person pres-
ence on Twitter, because that was the most effective way of using it.
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People wanted to believe it was you and they were engaging with you,
and that I was responding to things. (Julia, Politician in Scotland)

However, as the online space has become more crowded, some felt that their
ability to make their voice heard effectively had waned, and they found them-
selves moving away from social media:

Being in the public sphere I'm actually really introverted, and I think
1 just naturally gravitate away from places where there’s noise, where
1 have to fight to be heard. (Nicole, Academic at a UK university)

Balancing the desire to maintain ‘authenticity’, fight through the accumu-
lated ‘noise’ within the online space and preserve personal safety highlights once
again how exhausting working in the public sphere can be. It also has echoes
of emotional labour (Hochschild, 2012), with much of this effort going largely
unnoticed.

There is also clear evidence in the literature (e.g. Dragiewicz & Burgess, 2016;
Huntemann, 2015; Salter, 2013) that women have sought out and formed a vari-
ety of informal networks to counter the personal and professional impact of
online abuse. Over time, and as awareness of the issue has increased, these net-
works have become more occupation-specific, and it is now possible to access the
support of academics (Hodson et al., 2018), journalists (Gardiner, 2018), police
officers (Tomyn et al., 2015) and politicians (Al-Rawi et al., 2021) when faced
with an onslaught of abuse as a result of activity in the public sphere. Further-
more, organisations such as Women’s Aid, long tasked with supporting victims
of gender-based violence in the physical space have also launched online versions
of their services (Women’s Aid, 2023), whilst other purely online campaigning
groups have also been instigated, to both amplify the existence of abuse, and seek
to mobilise a movement against such nefarious activity. A good example of this
is the #EverydaySexism project, founded by Laura Bates in 2013, where women
from around the world submit examples of the sexism they have experienced,
in both the online and physical space (Bates, 2016). The campaigning organisa-
tion, Glitch, launched in 2017, focusses specifically on tackling the impact of
online abuse in the public sphere, particularly for women of colour in the UK
(Sobande, 2020). Glitch has had some notable successes, such as the ‘Draw the
Line’ campaign in association with BT Sport (Glitch, 2021). However, this cam-
paign focusses on combatting issues of racist abuse in sports, and whilst a wor-
thy cause, is not specifically concentrated on addressing the underlying misogyny
intrinsic to much of the abuse discussed in this research. For the women spoken
to during this study, the importance of informal networks remained crucial, and
far outweighed their use of more formal support mechanisms, echoing the find-
ings of Hodson et al. (2018):

Our [senior] women officers group recognises the need to support
one another, but that’s not because we feel in any way isolated from
our male colleagues. When I talk to colleagues who’ve suffered it
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[online abuse ] and come out the other side, they say there’s some-
thing hugely affirming about how many supportive messages they
get, how much action is taken that they don’t have to ask for, so that
you don’t feel alone when it’s going on, and that’s really affirming.
(Imogen, Senior Police Officer)

1 think sometimes what has helped is talking to other female politi-
cians about it, to say, ‘oh well, it’s not just me’. I watch out for other
people as well, so when I've seen other people getting online abuse
I kind of check in with them to see how they are. I've become much
more aware of it. (Agita, Member of the House of Lords)

I get emails, because people know I work on this issue, saying things
like ‘oh I've a colleague who’s going through this sudden deluge out
of the blue, how do I help them?’ ... Or ‘I know a woman whose part-
ner is stalking them online’ ... it’s become part of our job to triage
other people —nobody’s paying us for this, it is yet another tranche of
women’s work ... (Sophie, Academic and Journalist, USA)

Sometimes, this support had a protective purpose, especially during a Twitter
storm or similar form of online attack, and can help turn the narrative from a
negative to a positive:

When I see individuals receiving some sort of negativity, I always
chip in with a positive comment, and you can see other people doing
that as well. So, you can see that there’s a lot more people trying to
throw in more positive stuff, when there are individuals that have to
be negative about everything. (Smita, Local Councillor)

I run my own social media accounts unless I'm being deluged by an
online attack, at which point I have a few friends who will take it
over for me temporarily, so that I can know what’s coming in without
having to drink directly from the feed. My roommate at the time of
my first experience of online abuse was the first person to do it, and
she just said, ‘I will monitor [it], I will tell you what’s going on’.
(Sophie, Academic and Journalist, USA)

The informal networks forged online are even more vital for women of colour:

1 have been online for twenty-five years, fully knowing that this is not
a friendly space, this is not a safe space, but it’s the only way I can
contact my community of fellow women of colour who are political
activists or activists ... We know this. And that means the commu-
nity was also very quick at sharing information about how to protect
ourselves and what to do. We share techniques and strategies; we
speak up for each other. It’s a constant process of solidarity that’s
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in place. We know we see the world differently. We are able to say
uh-uh, we don’t believe that. (Emma, Academic at a UK university)

A number of women shared their own experiences, which confirmed how cru-
cial informal support networks are for women experiencing online abuse in the
course of their work:

1t is important too for women who were victimised ... when you join
with other women it does help, you feel a little bit more empowered.
We can be emboldened and able to take the forefront on some of
these issues as long as we're not fearful of actual physical bodily
harm. (Tiprat, Academic based in the USA)

Women of colour have always come with that attitude [of distrust
in the platform] online, as well as elsewhere, because frankly we
know we can’t trust the cops, we can’t trust the institutions, we can’t
trust our employers. The only way it works is if we protect ourselves.
(Emma, Academic at a UK university)

In this day and age, when our leaders are really intent on leading by
fear and division, connection is one of the most radical things we
can be building with each other. (Sophie, Academic and Journalist,
USA)

However, whilst informal networks are valuable, there was also the call for
more formal support, financed by the technology platforms:

Somebody needs to be doing this work and the companies aren’t
doing it, at least not in any effective way and so we’re all picking it
up and no one even notices it’s getting done ... (Sophie, Academic
and Journalist, USA)

We need to translate existing mechanisms of law into the online
realm. And even though it doesn’t necessarily help you in real time,
there’s some comfort in knowing you're part of trying to campaign
for this stuff to improve. We're trying to do the heavy lifting to get
those who wield power and have responsibility for these platforms, as
well as the legal system, to catch up with the twenty first century and
put protections in place that’ll make things better for women now,
and our daughters and their daughters and the generations that are
coming after. (Maya, Politician in England)

We're now seeing start-ups that are trying to find solutions to online
abuse and harassment, all led by women. What we’re seeing from
younger women is a feeling of... ‘I'm not putting up with this and
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you shouldn’t either’. Younger women really want things to be better.
(Rose, Academic based in the USA)

However, whilst the empirical evidence presented here demonstrates the value
of informal support systems and grassroots campaigning around the issue of
online abuse, it is important to recognise that the opportunity to utilise support is
not equally shared (Salter, 2013).

Conclusion

This chapter considers the facets of a career in public service that appear to ini-
tiate and exacerbate online abuse. The chapter has also identified three issues
that appeared to provoke online abuse: the Scottish independence referendum of
2014, the referendum on membership of the European Union, which took place
in June 2016, and the debate around gender identity. Whilst very different issues,
all three of these topics are potentially binary in nature, forcing people to favour
a particular ‘side’, a position that appears to be exacerbated by the nature of
discussion on social networking sites (SNS), where there is a clear lack of nuance.
The latter sections of the chapter outline the consequences of online abuse, at
an individual, organisational and democratic level. The final section considers
the role that online platforms play in providing a mechanism for mutual support
for women in public facing occupations, and how these support systems, both
formal and informal, can be particularly valuable for women who are members
of minoritised communities.
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Chapter Seven

Analysing the Policy Landscape on
Gender-based Violence and Online Abuse
in England and Wales

Abstract

This chapter provides an overview of the policy landscape on gender-based
violence and online abuse, assessing the numerous developments that have
been proposed in this area. The sporadic nature of policymaking is illus-
trated, with a discussion of the consequences of the lack of a compre-
hensive or structural approach to addressing online abuse. This chapter
considers the emerging impact of the Online Safety Act which became law
in October 2023, comparing the policy and legislative regime in the UK
with other countries, highlighting the bifurcation in approach, with some
places likely to prove better locations for women to work in public facing
occupations than others.

Keywords: Public policy; criminal justice system; Online Safety Act (2023);
regulation; legislation; feminism; campaigning

Introduction

Numerous proposals, initiatives, and legislation on gender-based violence have
emerged over the last decade. Analysis of developments in this area reveals a
variety of policy choices, all of which profess to tackle varying forms of gendered
abuse. Such calls for action have been introduced piecemeal, often emerging in
response to public pressure (e.g. Mantilla, 2015; Penney, 2020; Zakrzewski, 2020),
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or as Walby et al. (2014, p. 188) have vividly described (with reference to Jimmy
Saville and Dominic Kahn), as a response ‘to the violence that emerges into pub-
lic view in the form of “scandals”, when some famous man is accused of perpe-
trating gendered violence’.

Nevertheless, what has often been lacking is a comprehensive approach to
addressing the gendered violence committed online. At the same time, growing
concerns about the safety of women and girls in the physical space, particularly
following the murders of Sarah Everard and Sabina Nessa in London in 2021
(Stockl & Quigg, 2021), and the increase in domestic homicide during the multi-
ple Covid-19 lockdowns (Rochford et al., 2021) have led to calls for a wider public
discussion about the impact of male violence in society (e.g. DeCook & Kelly,
2023; Dungay, 2021; Grant, 2021; Zempi & Smith, 2021). This chapter presents
an analysis of the policy landscape in England and Wales as it relates to online
abuse and gender-based violence.

A Brief History of the Legislation on Gender-based
Violence

In 1395, Margaret Neffield from York appeared in front of the ecclesiastical court
to testify that her husband had caused her significant physical harm, including
numerous broken bones. Despite hearing evidence supporting Neffield’s claim
from several independent witnesses, the court ruled that there were inadequate
grounds to grant her a judicial separation and ordered her to return to her hus-
band (Dwyer, 1995). This is the first recorded case of gender-based violence in
England and Wales, emphasising the historical and enduring hierarchy by which
men possess and control women (Dobash & Dobash, 1980), a patriarchal legacy
which endures to the present day. Legislation prohibiting gender-based violence
has been entered into statute since the 19th century when the abolition of the
right of chastisement in 1829 outlawed a man’s right to use physical force against
his spouse — a privilege that can be traced back to the Roman era (Dobash &
Dobash, 1980). However, despite this change in the law, the status of women in
relation to men remained subordinate, arguably until the second wave of feminist
activism emerged in the 1970s (Maguire & Ponting, 1988), with very little pro-
gress made in upholding the rights of women, or even acknowledging the scale of
gender-based violence between the end of the first world war and the final third
of the 20th century (Mooney, 2000). In the 1970s, feminist activists campaigned
explicitly for the criminalisation of gender-based violence (Hester, 2006), with the
pioneering work of Dobash and Dobash (1980) revealing the hitherto ‘hidden’
crime of domestic abuse (Walklate, 1995). However, despite the passing of the
Domestic Violence and Marital Proceedings Act (1976), which provided the first
intervention by the criminal law into acts of domestic abuse (Williams & Walk-
late, 2020), and the Domestic Proceedings and Magistrates’ Court Act (1978),
which extended the powers available to magistrates to enable them to grant per-
sonal protection orders that excluded an abusive spouse from the matrimonial
home, providing there was evidence that harm would be caused to residents if
the individual remained in the property (Graham Hall, 1978), there is copious
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evidence that gender-based violence remained an issue of little importance in
criminal justice policy for much of the 20th century (Walby et al., 2014). Fur-
thermore, it is important to remember that like much of the law in this area at the
time, this legislation only applied to married, heterosexual couples.

This lackadaisical attitude is exemplified by the comments of the then Com-
missioner of the Metropolitan Police, Sir Kenneth Newman, who in 1984
expressed that he wanted to shed the police’s responsibility for gender-based vio-
lence: describing it as ‘rubbish’ work that was not a police matter (Radford &
Stanko, 1991). For until the end of the 20th century, the legislation proscribing
gender-based violence within relationships applied solely to physical assault, as
rape within marriage was not criminalised in England and Wales until 1991 (1989
in Scotland) (D’Cruze, 2011), even though sexual and physical assault in inter-
personal relationships commonly occurs simultaneously (West, 2004). Until the
law changed in 1991, rape remained a man’s marital right and a woman’s marital
duty (Renzetti, 2013).

In April 2021, after successfully navigating a legislative path that was fraught
with obstacles (Bennett et al., 2019; Solace Women’s Aid and the Justice Studio,
2021), the Domestic Abuse Act became law (Home Office, 2021), and in doing so,
provided a legal definition for the offence of domestic abuse (Stephens et al., 2021).
This legislation contained a number of important legislative changes, including
recognition of emotional and economic abuse, and the frequent occurrence of
both within coercive control (Hulley, 2021). Other policies contained in the Act
include the addition of non-fatal strangulation as a specific offence (Ministry of
Justice, 2022) and the confirmation of the existing criminal law that places impor-
tant restrictions on the ‘sex games gone wrong’ defence when such activity leads
to femicide (Yardley, 2021b), as well as a legal obligation upon local authorities
to provide accommodation for domestic abuse victims and their children (Holt &
Lewis, 2021). The legislation also brings the provisions on coercive control con-
tained in the Serious Crime Act (2015) into this wider ordinance on domestic
abuse. However, whilst the then Conservative government described this new law
as providing ‘landmark protection’ (Home Office, 2021, p. 1) to victims of domes-
tic abuse, the legislation has also been criticised, with ‘the removal of “violence”
as a key rubric [suggesting] a “watering down” or obfuscation of the serious and
gendered nature of domestic violence and abuse’ (Aldridge, 2021, p. 1824). There
are concerns that this latest piece of legislation is incongruous with the efforts
being made to strengthen policies protecting women and girls from gendered
violence (Aldridge, 2021) and perpetuates the undermeasuring of the crime
(Walby et al., 2014). Furthermore, despite evidence of a link between online abuse
and gender-based violence (Lewis et al., 2017; Southworth et al., 2007), there
is no mention of either technology-facilitated sexual violence (Henry & Powell,
2015) or technology-facilitated coercive control (Dragiewicz et al., 2018) (or any
form of online abuse) within the Domestic Abuse Act (2021).

Further development of policy around gendered violence was announced by
the then Home Secretary, Suella Braverman in 2023. This statement included a
pledge to add the most dangerous domestic abuse offenders to the Violent and
Sex Offender Register, including violence against women and girls within the
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Strategic Policing Requirement and piloting new Domestic Abuse Protection
Notices and Orders (Braverman, 2023). It remains unclear how many of these
aims were enacted before the election of the Labour government in July 2024
(Lloyd, 2024).

Legislation on coercive control was first introduced in 2015 when Section 76 of
the Serious Crime Act (2015) made it a discrete offence (Wiener, 2017). The most
recent guidance on coercive control, issued by the Crown Prosecution Service in
April 2023 (CPS, 2023), provides a list of actions that can indicate the presence
of coercive and controlling behaviours in intimate or family relationships. The
introduction of this law in England and Wales in 2015 evidences a recognition
in law of the wider scale of gender-based violence offences. This extends the nar-
row definition of gender-based violence first enshrined in statute (Stark, 2009) to
include sexual, psychological and economic abuse (Heise et al., 1999).

Whilst the passing of the offence of coercive control was a watershed moment,
with the UK' becoming one of the first countries in the world to pass legisla-
tion on coercive control (Nugent, 2019), prosecutions of coercive control offences
remain low, partly due to a difficulty (or possible reluctance) from the police to
gather necessary evidence (Lewis et al., 2018; Wiener, 2017). This, along with a
recurrent failure to secure convictions for rape and other sexual offences (Brown,
2011; Daly, 2021), has echoes of the police’s lackadaisical response to physical
gendered violence evidenced in the 1970s and 1980s (Radford & Stanko, 1991).

Statutory Responses to Cybercrime and Online Abuse

There is widespread recognition that there was an increase in the number of cases of
domestic violence during the period of the Coronavirus pandemic (Sasidharan &
Dhillon, 2021). At the same time, there was an analogous increase in the number
of cybercrime offences being reported to the police since the multiple Covid-19
lockdowns of 2020 and 2021 (Buil-Gil et al., 2021). This increase in reporting
has put a strain on police resources (De Kimpe et al., 2020) whilst also causing
problems for a service organised on local boundaries confronted with offend-
ing that can be perpetrated by or enacted upon people based in different locales
(Koziarski & Ree, 2020). Furthermore, many police officers remain unfamiliar
with the specificity of online offending (Wall, 2007) and may fail to appreciate
its seriousness and complexity. When combined, these issues serve to exacerbate
an underlying public concern that the internet is unsafe (Wall, 2008). This may
contribute to a decline in police legitimacy, as people lose trust in the ability of
the police to prosecute cybercrime offences successfully (Koziarski & Ree, 2020).
Evidence from the literature combines to suggest that both the Crown Prosecu-
tion Service and law enforcement remain at a disadvantage when attempting to
confront online abuse and other forms of cybercrime. This is largely due to a lag
in responsiveness in policy formulation and implementation (Jane, 2017a), which

'Scotland passed similar legislation in 2018, which also covers former partners
(Burman and Brooks-Hay, 2018)
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leaves organisations constantly on the ‘back foot’ in the face of constantly evolv-
ing technology.

For this reason, the criminal justice system in England and Wales, in com-
mon with criminal justice systems elsewhere, has frequently appeared unable to
respond to the threat posed by online abuse (Barker & Jurasz, 2018). Neverthe-
less, an increased awareness of the phenomenon has led to a greater analysis of
existing legal sanctions surrounding this behaviour. In October 2016, the Crown
Prosecution Service issued guidelines regarding the prosecution of cases involving
social networking sites (CPS, 2016), highlighting that some 15 existing pieces of
legislation can be used to prosecute individuals accused of sending online abuse,
including the Offences Against the Person Act 1861, the Protection from Harass-
ment Act 1997, the Malicious Communications Act 1988, and the Serious Crime
Act 2015 (CPS, 2016). The multiplicity of this legislation mirrors the application
of legislation in relation to gender-based violence, where, unlike countries such as
Cyprus and Sweden (Walby et al., 2014), the UK (until 2021) has tended to apply
general law rather than introducing discrete legislation. This may perpetuate the
perception that online abuse is not a significant issue, and as with gender-based
violence, it frequently remains a ‘hidden’ crime (Radford & Harne, 2008). Despite
the absence of online abuse from the Domestic Abuse Act (2021), there is clear
evidence of technology being used in offences of coercive control, whether in the
installation of tracking devices on victims’ mobile phones or enabling remote
access to the home computer (Wiener, 2017); using surveillance devices such as
Air Tags or Ring doorbells (PenzeyMoog & Slakoff, 2021) or by removing vic-
tims’ access to the technology that facilitates relationships with others, such as
text messaging and access to social networking sites (Fernet et al., 2019). All such
activity is mentioned within the Crown Prosecution Service’s guidance on the
offences that constitute coercive control (CPS, 2023).

Jane (2017a, p. 88) has argued that criminal justice agencies have ‘done little to
support women, to bring offenders to account, or to even acknowledge the prob-
lem of gendered cyberhate as a problem’ an assertion that is arguably strengthened
by the finding that the police in England and Wales have rarely enforced legisla-
tion in relation to online abuse (Salter, 2017). It was hoped that this situation
would improve once the Online Safety Act was passed into law in October 2023.

The Online Safety Act (2023)

The growth in online abuse across multiple countries has led to a growing demand
for regulation of social networking sites and other online platforms. Campaign-
ers have long called for the introduction of robust regulatory frameworks to limit
the dissemination of hate speech and threats of gender-based violence articulated
via the internet (e.g. Citron, 2014; Suzor et al., 2019; Taddeo & Floridi, 2016;
Waterson, 2018). In the UK context, this was emphasised in the White Paper on
online harms, published in 2019, which stated that:

[...] we should not ignore the very real harms which people face
online every day. In the wrong hands the internet can be used to
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spread terrorist and other illegal or harmful content, undermine
civil discourse, and abuse or bully other people. Online harms
are widespread and can have serious consequences. ...We cannot
allow these harmful behaviours and content to undermine the
significant benefits that the digital revolution can offer. ... This
White Paper therefore puts forward ambitious plans for a new
system of accountability and oversight for tech companies, mov-
ing far beyond self-regulation. A new regulatory framework for
online safety will make clear companies’ responsibilities to keep
UK users, particularly children, safer online with the most robust
action to counter illegal content and activity (House of Commons,
2019a, p. 3).

This view was reinforced by the House of Lords Select Committee on Democ-
racy and Digital Technologies (2020, p. 6), which declared that ‘there is a need
for Government leadership and regulatory capacity to match the scale and pace
of challenges and opportunities that the online world presents’. Whilst the Com-
mittee felt that the government’s White Paper ‘presents a significant first step
towards this goal’ (ibid.), they also stressed that ‘it needs to happen; it needs to
happen fast; and the necessary draft legislation must be laid before Parliament
for scrutiny without delay’ (ibid.). Despite the urgency placed on the necessity for
primary legislation, it took six years for the Online Safety Bill to become law. In
the time that the draft bill was making its way through Parliament, it was heav-
ily diluted (Elgot, 2022), with a total of four Prime Ministers and seven Culture
Secretaries removing different aspects of the original legislation since the White
Paper was published in 2017. The Online Safety Act eventually passed into law
in October 2023. However, the Act is now predominantly focussed on protecting
children from digital harms, with the original plans to protect adults, such as
the proposal to impose criminal sanctions on senior executives whose platforms
enabled misogynistic abuse, disappearing completely. The current Online Safety
Act only addresses existing illegal harms and makes minimal mention of violence
against women (Glitch, 2023). Indeed, it appears that the UK has gone from seek-
ing to be the ‘safest place in the world to be online’ (DCMS, 2017, p. 1), to being
overtaken in this aim by numerous other countries. Furthermore, no political par-
ties had policies to tackle the online abuse of adults in their manifestos for the
2024 General Election. In contrast, the Digital Services Act, which was passed by
the European Parliament in July 2022 (Mazur & Gramblickova, 2023), brought
comprehensive regulation of digital platforms into law across all EU Member
States on 1 January 2024. The Digital Services Act seeks to provide a “uniform
level of protection throughout the Union’ (Turillazzi et al., 2023, p. 86), involving
the regulation of content and strict rules for social media companies to follow,
underpinned by a system of fines.

Participants in this research felt that regulation of social media platforms was
a vital step in making the online space a safer environment for women:

1 think more regulation is required. If social media is going to be
used for responsible reasons, then they do need to exercise more
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control over the platform, because it’s not a free platform, it is owned
by a company that should have more regulated responsibilities for
how that platform is used, because they’re profit-making companies.
So, like any other profit-making company, they have responsibility
for the safety of the people using it. (Geetika, Senior Police Officer)

It is not only in the EU that regulatory and legislative activity of social net-
working sites is occurring. In 2019, the Kenyan government appointed a Data
Protection Commissioner to enforce data governance regulations (Houghton,
2023). According to Amnesty International, this legislation, which includes strict
rules on the activities of social media companies, places Kenya ahead of both
Europe and the USA in terms of data governance (Houghton, 2023). In 2021,
the Australian Online Safety Act introduced a number of safeguards designed to
improve online safety (Gizzo et al., 2022). In contrast to the UK’s Online Safety
Act, this legislation contains specific provisions outlawing technology-facilitated
gendered violence against adult women (Gizzo et al., 2022). Meanwhile, in New
Zealand, in 2023, the then Labour government undertook a public consultation
to review existing laws around media platforms in order to provide safer online
services — which included specific reference to the plan to outlaw misogynistic hate
speech that occurs online (New Zealand Department of Internal Affairs, 2023).
However, following a concerted campaign by two freedom of speech campaign
groups, which saw 18,978 of the 20,281 submissions received via pro-forma tem-
plates originating from the “Voices For Freedom’ and ‘Free Speech Union’ web-
sites (New Zealand Department of Internal Affairs, 2024), along with the election
of a new right wing coalition following the General Election in October 2023
(Corlett, 2023), plans for any legislative change were ‘quietly dropped’ (Donnell &
Peacock, 2024, p. 1).

As evidenced by the public consultation in New Zealand, regulation of the
online space remains highly contested. Many concerns are based around issues of
freedom of speech, particularly in the USA (Mantilla, 2015). Furthermore, there
is a concern that the introduction of regulation could lead to greater surveillance
from both corporate and state bodies (Duffy & Chan, 2019). This has led to a
wider discussion about the potentially malign consequences of online engage-
ment on individuals’ privacy (Marwick & Hargittai, 2018), personal information,
and wider freedoms (Trottier, 2015). In addition to these ideological concerns is
the practical challenge of how global platforms that are owned by private corpo-
rations can be effectively regulated and policed by individual nation states (Yar &
Steinmetz, 2019). This dilemma has arguably led to a fragmented regulatory
response (Phillips, 2009). Whilst libertarians insist that the internet should remain
a bastion of freedom (Wessels, 2010), the reality is more complicated. There is an
argument that suggests that the way that online platforms operate is in itself in
opposition to freedom of speech (Poland, 2016). This opinion posits that, rather
than viewing online platforms as a medium designed to extend freedom on the
internet, social media companies can instead be viewed as a central point of con-
trol, acting as ‘intermediaries [that are] providing citizens with access to the digital
public sphere’ (DeNardis & Hackl, 2015, p. 761). Furthermore, the predominance
of wealthy white men leading social media companies (Suzor et al., 2019), their
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location and focus on a North American audience (ibid.) means that only some
voices are heard. It is men that continue to hold the power in the online space, as
evidenced by who owns and manages the big tech platforms, namely, rich white
men (Salter, 2017). The online space, therefore, replicates and reinforces existing
inequalities, ensuring that it is the same voices that remain prominent — those of
white men. This observation was further emphasised by Emma:

To me there’s no difference between online and real life, I mean, all
our cities, all our villages, all our roads, all our public spaces are
meant to exclude women. Any space we occupy is despite the best
efforts and despite the design. It’s not because they were made for us.
(Emma, Academic at a UK university)

The takeover of Twitter by Elon Musk in October 2022 (Rohlinger et al., 2023)
led to a significant reduction in the use of content moderation and the suspen-
sion of abusive accounts on the platform. The most notable of these changes was
the lifting of the ‘ban’ on President Trump, which was imposed following the
riots in the US Capitol in January 2021 (Arbel, 2021). Musk reinstated Trump’s
Twitter account on 20 November 2022 (Karell & Sachs, 2023), following a poll
on Twitter which allegedly saw 52 per cent of the 15 million participants vote in
favour of rescinding the ban (Hendricks & Schill, 2024). One development that
has been observed since the beginning of Musk’s tenure is the rise of — or what
some would argue (e.g. Brown, 2022) is a return to — the use of the platform by
political extremists seeking to promote a radical populist agenda (Barrie, 2023).
Given Musk’s own declaration that he is a ‘free speech absolutist’ (Witalisz, 2023,
p. 5) and his commitment to remove existing restrictions previously placed upon
Twitter’s most controversial users (Witalisz, 2023), this should not be a surprise.

The disseminating of false information via Twitter was a topic of concern well
before Musk’s $44 billion purchase of the platform (Jia & Xu, 2022).

This is evidenced by analysis of the accounts suspended by Twitter for infring-
ing their terms and conditions in three national elections that were held in France,
Germany and the UK in 2017 (Majo-Vazquez et al., 2021), which showed that it
was only accounts articulating opinions drawn from the most extreme ends of
the political spectrum that were sanctioned and that action was overwhelmingly
focussed on accounts that were believed to be spreading misinformation, rather
than personally abusive or violent tweets (Majo-Vazquez et al., 2021). The same
study revealed that decisions regarding the suspension of social media accounts
were predominantly made ‘unilaterally by private, for-profit companies with lit-
tle accountability, oversight, or transparency’ (Majo-Vazquez et al., 2021, p. 13).
This confirms that technology is not value neutral (Murray, 2000) and that it
instead magnifies issues of everyday life, absorbing and amplifying the beliefs and
experiences of those responsible for its design (Boyd, 2015).

The endurance of libertarian theories within computer-mediated communica-
tion first discussed in Chapter Two means that the regulation of online platforms
is highly contested. Many concerns are based around issues of freedom of speech,
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particularly in the USA, related to the First Amendment of the US Constitution
(Mantilla, 2015). As also demonstrated in the recent public consultation on online
regulation carried out in New Zealand (New Zealand Department of Internal
Affairs, 2024), many freedom of speech advocates feel that any attempt at con-
trolling the content displayed on social media platforms would undermine free-
dom of expression (Citron, 2014). Furthermore, as both the influence and scope
of computer-mediated communication increase, there is a concern that the intro-
duction of regulation could lead to greater surveillance from either (or both) cor-
porate and state bodies (Duffy & Chan, 2019). This has led to a wider discussion
about the potentially malign consequences of online engagement on individuals’
privacy (Marwick & Hargittai, 2018), personal information, and wider freedoms
(Trottier, 2015). In addition to ideological concerns is the practical challenge of
how global platforms that are accessed worldwide and owned by private corpora-
tions can be effectively regulated by individual nation states (Yar & Steinmetz,
2019). This dilemma has arguably led to a fragmented or non-existent regulatory
response (Phillips, 2009), which has only escalated as new pieces of legislation
have been introduced. Whilst there is widespread support for regulation of social
media platforms to protect women from technology-facilitated gendered violence
at the grassroots in many countries, there remains no universal worldwide regula-
tory regime. Consequently, developments in different countries are leading to a
bifurcation in approach, with some places better locations for women to work in
public facing occupations than others.

Campaigning Against Gender-based Violence

Alongside an increase in legislative activity, the past 25 years has seen a growing
awareness from the third sector of the danger posed by gender-based violence
(Matczak et al., 2011). In 1993, the UN General Assembly passed the Declaration
on the Elimination of Violence against Women, with the aim of advancing inter-
national policies and legislation to eradicate gender-based violence (UN, 1993);
whilst in 1996, the World Health Organisation declared gendered violence a
major public health issue (Krug et al., 2002). The policy advances made by these
two organisations were followed in quick succession by organisations such as the
World Bank, the European Union, and Amnesty International (Joachim, 2007),
reflecting the growth in awareness of gender-based violence as an issue, and
building on the work done by the feminist campaigners of the 1970s and 1980s.
Within this mix, organisations working in local communities, including Refuge,
Rape Crisis and Women’s Aid remain of fundamental importance in advancing
the policy agenda (Matczak et al., 2011). However, despite the increased legisla-
tion on this crime since Margaret Neffield’s unsuccessful attempt to gain a legal
separation from her husband on the grounds of his violence in the 14th century
(Dwyer, 1995), it is estimated that in 2022, some 89,000 women worldwide were
intentionally killed (UNODC, 2023), the highest number for over 20 years.
54 per cent or 48,800 of these women were killed by a partner or family member
(UNODC, 2023). This means that, on average, more than 133 women or girls
were killed every day by someone in their own family, a number that is increasing
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annually (UNODC, 2023, p. 5). The Femicide Index (2023), collated annually by
feminist campaigners (Rogers, 2021), recorded 100 women killed by men across
the UK between 1 January and 31 December 2023. The latest statistics gath-
ered from the Crime Survey for England and Wales report that in 2023, some
1.4 million women experienced domestic abuse (Jones, 2023); a figure is likely
to be higher in reality because gender-based violence remains a predominantly
‘hidden’ crime (Radford & Harne, 2008).

Policy Response to Misogyny

Several investigations have been undertaken in the UK around hate crime and
online abuse (e.g. Amnesty International, 2017; Home Affairs Select Committee,
2017; House of Commons, 2019b; House of Lords Select Committee on Democ-
racy and Digital Technologies, 2020). Many of these investigations have consid-
ered (both directly and indirectly) the role played by misogyny, and as awareness
of gendered online abuse has grown, the calls for misogyny to be categorised as a
hate crime have increased, all of which have been rejected. The latest pronounce-
ment on the issue came in 2021 when the Law Commission announced that ‘sex
or gender should not be added as a protected characteristic for the purposes of
aggravated offences and enhanced sentencing’ (Law Commission, 2021, p. 208).
Law Commissioners felt that there was a lack of consensus in the best way to
apply hate crime legislation to acts of violence against women and girls, and a
concern that making misogyny a hate crime was not the most effective way of
dealing with crimes of this nature, recommending instead that the government
consider introducing a specific offence to tackle public sexual harassment, which
it felt would be more effective.

In the General Election of 2024, all opposition parties declared that if elected,
they would change legislation to categorise misogyny as a hate crime (Law Commis-
sion, 2021; McKiernan, 2024). The Labour Party manifesto for the election stated
that ‘Violence and abuse against women and girls does not come from nowhere.
Misogyny is one root cause, and therefore Labour will ensure schools address
misogyny and teach young people about healthy relationships and consent. We will
ensure police forces have the powers they need to track and tackle the problem’
(The Labour Party, 2024, p. 68). However, the King’s Speech given to Parliament on
17 July 2024 made no mention of misogyny (HM Government, 2024).

Whilst there remains no law in this area, a successful pilot treating misogyny
as a hate crime was carried out by Nottinghamshire police in 2016. This pilot has
since been adopted by several police forces across England and Wales (Mullany &
Trickett, 2018).

The Policy Landscape

The relative paucity of academic research into online abuse in the years since
Web 2.0 has undoubtedly delayed the development of policy in this area (Barlow
& Awan, 2016). This in turn contributed to the languid introduction of legis-
lation in this area (Hardaker & McGlashan, 2016), a finding demonstrated yet



Analysing the Policy Landscape on Gender-based Violence 143

again by the absence of online abuse from the most recent legislation on domes-
tic abuse in England and Wales. Legislation as evidenced in the form of Acts
of Parliament is important, as it provides key definitions of offences that can
then be operationalised by criminal justice agencies, whilst in the longer term
also changing social norms, and ultimately containing the potential to ‘transform
online subcultures of misogyny to those of equality’ (Citron, 2009, p. 404). How-
ever, as Citron (2009) confirms, the failure of legislative bodies, criminal justice
agencies and social policy institutions to take decisive action in this area sends a
message to those engaged in online abuse that such behaviour will not be investi-
gated robustly, whilst simultaneously signalling to women that their experiences
of abuse will not be taken seriously. In this way, online abuse both perpetuates the
inadequate treatment of gendered violence witnessed in the physical space and
allows technology to act as an amplifier for many forms of misogynistic abuse.

The responsibility for the inertia in tackling online abuse is shared between
governments, law enforcement agencies and private technology firms (Jane, 2016)
and requires action at three levels — the personal, the organisational and at a soci-
etal or cultural level (Hodson et al., 2018). Hodson et al.’s (2018) framework is a
useful mechanism for summarising the multiplicity of policy recommendations
found in the literature, whilst also confirming that the failure to tackle online
abuse has occurred at every level (Jane, 2017a).

Individualised Responses to Online Abuse

It is impossible to make policy recommendations that can be universally enacted
at a personal level. Nonetheless, given the finding that the vast majority of those
receiving online abuse rarely involve law enforcement agencies (Jane, 2017b), the
measures taken by women at an individual level to tackle online abuse deserves
recognition. The individual strategies adopted by women may include seeking
informal advice support from family members (Hodson et al., 2018), or from a
wider feminist ‘sisterhood’, created to directly challenge online abuse (Antunovic,
2019). However, whilst personally valuable, it appears that many women have
chosen to respond to receiving online abuse in this way because of the paucity
of the legislative, occupational or criminal justice sector response (Jane, 2017b).
Tackling online abuse at a personal level, without recording or reporting it, results
in the extent of online abuse being perpetually under recorded (Backe et al., 2018)
and contributes to the often-hidden nature of the offence (Campbell, 2017), and
its links with victim blaming (Lewis et al., 2017).

Organisational and Governmental Responses to
Online Abuse

It is at an organisational level that the greatest action is required, from both
the public and private sectors. Ideally, this would be enacted globally, with the
development of an international consensus (Dragiewicz et al., 2018) although
the political and practical hurdles associated with implementing such a strategy
are likely to prove insurmountable. Nevertheless, academic research designed to
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contribute to the development of necessary actions should be undertaken in an
interdisciplinary fashion, to optimise the various strands of scholarship that are
already in place (Backe et al., 2018).

The literature suggests that in many countries, the laws available to tackle online
abuse are inadequate (Henry & Powell, 2015). However, as illustrated in England
and Wales, even where there is legislation in place that facilitates the prosecution
of online abuse (e.g. CPS, 2018), the number of prosecutions remains low whilst
abuse rises (Salter, 2017). Scholarship in this area suggests that the policing of
online abuse needs to be improved. There needs to be greater collective pressure
applied to police forces to tackle the issue (Bliss, 2019), along with an improved
awareness from individual police officers of the scale and consequences of online
abuse. Fundamental to this is better training for police officers (Lewis et al.,
2018), whose lack of technical competence (Edstrom, 2016) and understanding
of the pervasiveness and operation of social networking sites has been offered
as a reason for a lack of action in addressing criminal activity (Eckert, 2018).
Nevertheless, it is important to recognise that if every case of online abuse were
to be reported to the police, then the criminal justice system would be completely
overwhelmed (Barlow & Awan, 2016). This raises further resourcing dilemmas,
particularly in the UK, where the social policy landscape has been under-funded
for many years, as a result of the austerity agenda pursued by successive Conserv-
ative governments (Brown & Silvestri, 2020; Lewis et al., 2018). The election of a
Labour government in July 2024 cannot guarantee that this situation will change,
as there remains an overwhelming demand upon depleted government finances
from wide swathes of the public sector (Emmerson et al., 2024).

Technology companies also have a responsibility to enact robust and respon-
sive reporting mechanisms (Barlow & Awan, 2016), as at present provision is both
patchy and sporadic. Given the huge advances made in computer-mediated com-
munication, and the large number of tasks that are now undertaken online, it
seems unlikely that the explanations for a fragmentary response to online abuse
are solely technical. Instead it is proposed that this is an issue of the prioritisa-
tion of resources (Meserve, 2014). Meserve (2014) is one of many commenta-
tors to ponder how, with such technical experts in their employ, there must be
more options to halt online abuse available to technology conglomerates than the
existing ‘report button’.

However, even when action is taken at a corporate level, the effects are not
always significant. As Jane (2017a) has highlighted, when Facebook banned
anonymous accounts in 2015, in an attempt to curb online abuse, it made very
little difference. The amount of online abuse that was perpetrated via the plat-
form did not reduce, and it appeared that those engaging in abuse continued to
do so, even when their identity was in full view. This suggests that the potential
for identification did not serve as a deterrent, possibly because the likelihood of
subsequent criminal sanction was scant.

Furthermore, when online platforms do act to remove and delete abusive posts,
this can have the unintended consequence of destroying the very evidence needed
for a criminal prosecution, placing the onus on individual women to capture and
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store their own abuse via screenshots if they wish to pursue the matter via the
criminal justice system (Burgess et al., 2017).

Promoting Societal and Cultural Change

Achieving societal and cultural change is very difficult, as it requires challeng-
ing ingrained attitudes, beliefs and biases. However, if policy change were to be
enacted at the first two levels, then this may hasten the necessary cultural shift.
The type of change that is required at a societal level could be encouraged if a
‘woman defined understanding’ (McGlynn et al., 2017, p. 38) were adopted to
categorise the types of abuse that is defined as threatening and potentially violent
(McGlynn et al., 2017). This would provide a much clearer understanding of both
the nature and consequences of online abuse. Having more women lead tech-
nology companies (Carson, 2018) would also promote a cultural change moving
forwards.

Conclusion

This chapter outlines the key legislative and policy changes (as applied to England
and Wales) in the areas of online abuse, gender-based violence and misogyny. In
doing so, a range of policy changes, acting at different levels, have been discussed,
which could make offer improvements in key areas. These ideas are further devel-
oped in Chapter Eight.
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Chapter Eight

‘Dude, it’s not OK’: Recommendations for
Tackling Abuse

Abstract

This chapter presents a series of policy recommendations proposed to tack-
le online abuse. These recommendations have been organised into a series
of actions at an individual, organisational, legislative and structural level,
reflecting a synergy with the levels at which the impacts of online abuse oc-
cur. These recommendations come with clear policy suggestions, locating
the work squarely in both a criminal justice and social policy framework.

Keywords: Social policy; criminal justice system; structural change;
legislation; regulation; censorship; freedom of speech

Introduction

This chapter presents the recommendations proposed by the participants in this
research to tackle online abuse. These recommendations have been organised into
a series of actions at an individual, organisational, legislative and structural level,
which reflects a synergy with the levels at which the impacts of online abuse occur.

In line with the epistemology underpinning this book, the identification of
gender as a driver of online abuse is central to the recommendations outlined
in this chapter. These recommendations draw upon the principles of phenom-
enological research (Aagaard, 2017), with a clear orientation to the importance
of lived experience (Fendt et al., 2014). By placing an emphasis on the primacy
of the voices of women participants, it reaffirms the importance of intersection-
ality across the levels upon which recommendations are based. Souad was one

Gendered Online Abuse Against Women in Public Life: More Than Just Words, 147-174
Copyright © 2025 by Susan Watson. Published by Emerald Publishing Limited.
This work is published under the Creative Commons Attribution (CC BY 4.0) licence.
Anyone may reproduce, distribute, translate and create derivative works of this work
(for both commercial and non-commercial purposes), subject to full attribution to the original
publication and authors. The full terms of this licence may be seen at http://creativecommons.
orgllicences/by/4.0/legalcode
doi:10.1108/978-1-83549-724-120251008


http://doi.org/10.1108/978-1-83549-724-120251008

148  Gendered Online Abuse Against Women in Public Life

contributor who highlighted the need for the voices of women of colour to be
central to any discussion about improvements to be made to online platforms:

Black Lives Matter, Black Twitter, Feminist Twitter are huge com-
munities, yet they are constantly being marginalised or forgotten
about when it comes to product changes, or new things that you
can do on the platform. They’re not thinking about how it might
impact those communities or giving them greater agency. (Souad,
Academic at a UK university)

Supporting Women Working in Public Facing Occupations

From their induction into employment, women working in public facing occupa-
tions should be given the skills that they need to both contend with and call out
online abuse, both for themselves and their co-workers:

We need better digital literacy. We need to help people. For instance,
if we ask students to make digital content, we should be also teach-
ing digital logistics and digital safety. I think we need to expand that
to the workplace as well. (Christie, Academic at a UK university)

We need good digital security habits, the same way you lock the
doors in your house when you go to sleep, you need to be aware of
what the risks are of using social media. Studies have shown that
women are less aware of what the technological risks are. They’re
less aware of what the back doors are, what the privacy issues are,
and I think that’s just a matter of confident fluency with technology
more broadly. (Ann, Academic and Journalist, USA)

This opening tranche of recommendations is not designed to circumvent the
need for the organisational or structural change that follows. However, there is
a need for a practical array of digital responses that individuals can adopt in
recognition of the fact that women serving in public facing occupations who
are experiencing frequent episodes of online abuse do not have the luxury of
waiting for structural change to materialise. Several participants shared the acts
of digital self-care that they had implemented, both for themselves and their
colleagues:

Understanding what kind of content goes best where is actually use-

ful. That’s what I do to limit my exposure to abuse. For instance,
I express my most controversial opinions on Facebook because 1
know only my friends and family can see it. (Mary, Academic at a
UK university)

I don’t have my personal account linked into my work accounts.
So I've got a Twitter account, I've got an Instagram account which
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is with friends, but I don’t share those two things. I keep my personal
life off the internet. (Jacqueline, Academic at a UK university)
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Jacqueline identified how this bifurcation of her online presence could be
defined as another example of safety work undertaken by women (Vera-Gray,

2018):

The best part of the safety work that women are doing, we are doing
automatically. I've made a conscious decision to not talk about my
son online, I didn’t talk about him when I was on maternity leave. 1
guess that is in part about abuse and it is just the knowledge I guess
that trolls or people that want to make you feel bad are willing to try
anything they can that might give you that fear of something hap-
pening to you in the actual real world. So I kept those details offline.
(Jacqueline, Academic at a UK university)

Michelle undertakes very similar safety work in relation to her family, as she
explained:

I'm careful about what I put online. For example, I don’t mention
that I have children on Twitter at all, and on Facebook I don’t men-
tion their ages or genders. I think if you read my Facebook, where
I'm very careful with my friends, you can see that I'm a parent, but
you can’t see more than that. (Michelle, Journalist based in the UK)

In politics, in 2018 the National Democratic Institute (NDI) launched an
online safety tool, which is designed to help women running for office:

NDI have developed a safety planning tool, it’s called Think #10,
which says that if you're a woman going into politics, there are ten
things you need to focus on in order to enhance your safety and secu-
rity. And one of them is your digital footprint. So if the safety plan-
ning tool says you're at moderate risk, you should maybe change
your password once a month. If the safety planning tool says you're
at elevated risk, change your password twice a month. If you're at a
severe risk, then change your password every day, or, maybe have two
or three different machines. So, it’s the same ten things, but depend-
ing on your own assessment of your risk level, you may have to do
them differently. (Helen, Academic based in the USA)

Several politicians described how they had been assisted — and had in turn
assisted others — with measures similar to those implemented on a more formal
level by the NDI:

It’s much better to ruthlessly block and ruthlessly hide or delete
tweets and Facebook posts that are negative, to clean up your feed.
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Women were asked whether their own experiences would make them recon-
sider their decision to serve in the public sphere. The vast majority strongly
asserted that it would not, and that instead, young women should continue to
be encouraged to enter public facing occupations, to ensure that women’s voices

Gendered Online Abuse Against Women in Public Life

You don’t want these people in your life. You just don’t need to see that
[abusive content], but I think that kind of digital hygiene, a lot of
politicians find really hard. I was showing a colleague of mine how to
block, and this woman said I never block anyone ... But you have to.
(Beth, Member of Parliament until December 2019)

I turned off notifications so that my phone didn’t light up every
time somebody said something mean about me on the internet.
I'was astonished when I would talk to colleagues in Parliament about
it, because so many of them hadn’t taken that basic step to protect
themselves. And I would show them how to do it and it would provide
immediate relief. (Julia, Politician in Scotland)

We need to make people aware of the options available to them when
it comes to reporting accounts. Making them aware of cases where
those reports have been successful as well, because I know a lot of
my colleagues have received abuse, and I've said, oh, well report
it to Twitter, report it to Facebook or whatever, and a lot of them
have said, what’s the point, nothing ever happens. And then I'll say
to them, well I managed to get this account removed and this one
removed, and this. And I've found that they’re a bit more willing
to hit that report button. So, part of it is making people aware that
those options are there. (Simone, Member of Parliament)

continue to be heard in these spaces:

I want my Goddaughters to see me asking the Prime Minister
questions, and that being a wonderful thing ... and they can say
to the world there is no glass ceiling they can’t break. I want that.
1 don’t want them to think that they’ve been bullied online since they
were kids and why would they put themselves through that again.
(Caroline, Member of Parliament until December 2019)

You need to ignore the bastards. You've got to crack on. Each gen-
eration has had its own complainers of doom, and reasons why
women shouldn’t get involved. (Beth, Member of Parliament until
December 2019)

I recommend young women to get stuck into politics. But I do
so in the hope that having more women participating will help to
change the systemic nature of the abuse that we face. (Wendy, Local
Councillor)
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Nevertheless, it was felt that women must be aware of the online environment
that they are entering:

1 try to say to young women starting out ‘this is hard and real and it’s
unfair’. I really like to validate that upfront. it’s so unfair. And yet
here we are and so here are some tips, right? Because I think if we
skip that it’s unfair part it can wind up being victim blamey. Here’s
the world we live in, we can’t change it, so here are the things YOU
have to do ... because we don’t want to lose our voices and everything
they want to contribute and so, here are some things we know about
how to manage this horrible situation we’re in. (Sophie, Academic
and Journalist, USA)

I will never stop encouraging young women to get involved in politics.
But I would say it with the caveat that this space isn’t great, and it
does need to change, but hopefully if we get more women participat-
ing it will change. (Wendy, Local Councillor)

Young women should build healthy self-care habits around their digi-
tal presence. They should think about what they’re saying and how it
may affect them ... and build healthy habits like stepping away when
things get too much. (Mary, Academic at a UK university)

For some, however, their experiences of online abuse had made them wary of
encouraging others to enter the same profession:

I'm always encouraging women to get involved, but I know one hun-
dred per cent that there are young women who look at the replies
that I get on Twitter, and they say to me, ‘I couldn’t deal with that,
I couldn’t do what you do’. So, I know it’s putting women off. I've
got loads of evidence from women saying, I'd hate to be a politician.
(Wendy, Local Councillor)

When we’ve looked at the factors which deter people from standing

for elected office or being involved in public life, the single biggest
factor that turns women off is how they’re treated online ... there’s
so much talent and potential there who might now choose to do
something different other than stand for elected office. They’ll prob-
ably go on and do amazing things in much quieter, private spheres ...
(Julia, Politician in Scotland)

Organisational Responsibilities: Action Necessary
from Employers

The recommendation that employers provide greater support to staff members
facing online abuse is potentially complicated, as it requires action from
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organisations that are themselves likely to attract public attention as a result of
the changes that they implement in this area. Nevertheless, it is clear that women
working in the public sphere require protection from online abuse to be provided
by their employers, an aspect that is frequently lacking.

Sejal Parmar (2016), in a study of women journalists, demonstrated how
those holding leadership positions within the industry were often unaware of
the scale and content of the online abuse that their employees received. Women
frequently report having to source support from their own informal networks,
as there is little formal support available from their employers (Lees Munoz,
2016). This is echoed in the work of Martin and Murrell (2020), which found
that the occupational culture within newsrooms was one that demanded that
journalists simply ‘grow a thicker skin’ (Martin & Murrell, 2020, p. 100) in
order to manage online abuse. The findings of such research illustrate the need
for greater awareness of the issue from leaders and decision makers within the
public sphere, along with better training from HR departments for staff. The
conclusions of previous studies are similarly reflected by participants in this
research:

When I think about my job, I feel like a lot of the men just don’t even
know [about the online abuse I receive]. The chair of my depart-
ment or the head of the unit, or the people on the tenure commit-
tee. Giving those people a solid training in the barriers that women
face when they want to exude expertise, particularly in controversial
fields. (Eileen, Academic at a European university)

It’s about awareness, I guess, which I didn’t have when I started
my PhD. I didn't have an awareness that this [online abuse] was
something that could possibly happen. So, I think it’s about being
aware that this is something that can possibly happen, and maybe
try and have a safety plan in advance, for the actions I would take.
(Jacqueline, Academic at a UK university)

Yet again, it is intersectional women who are most likely to be at the forefront
of any abuse, and therefore, consideration of their needs must be paramount
when it comes to raising awareness:

There are all of the intersections that are quite persistent, if you're a
person of colour, if you're a religious or sexual minority, it's ampli-
fied. You're double, triple jeopardy. So if you're a Black, Muslim
women, all bets are off in terms of what your institution might do to
stand behind you ... if you want women to succeed in your organi-
sation, in your political party, in your newsroom, then you need to
be aware that the standards generally used to access what risk is,
or what threat is, are standards of essentially the least vulnerable
in the organisation, usually able-bodied men, usually white, who
don’t have experience of being harassed on the street, or sent rape
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threats, it is just not within their world view. (Ann, Academic and
Journalist, USA)

Souad highlighted that political parties were often failing to provide adequate
training or support for women candidates, with their (typically) male leaders fail-
ing to recognise online abuse as a widespread issue:

We know that employers, who will predominantly be made up of
white men, won’t have a clue how to protect their colleagues, spe-
cifically the women, around online sexual harassment now. Political
parties are still not taking responsibility for having to make candi-
dates safe. (Souad, Academic at a UK university)

Souad is not alone in her criticism of political parties:

Louise Ellman' had Neo-Nazi material sent to her, and the party
said that that wasn’t racist. It was downloaded from a Neo-Nazi
American website. I literally had to print off copies of it and put it on
every desk at the PLP* meeting, for that person to be suspended, and
for the Chairman and Jeremy Corbyn to comment. That’s how bad it
was. (Caroline, Member of Parliament until December 2019)

Political parties need to do much more to protect women, and plat-
forms need to do much more to dial it down. (Peggy, Member of
Parliament)

Ultimately, in order for policies on training and support to be successfully
implemented within an organisation, there has to be endorsement from the senior
leadership of that organisation for doing so, as Eileen summed up:

We need to teach the people in charge that are making personnel
and job decisions, and we need to teach the men around us. (Eileen,
Academic at a European university)

Central to providing an effective organisational response to address online
abuse is the need for employers to provide support and a sense of collective
responsibility to their employees when individuals are faced with unpleasant,
threatening, or violent online invective. This support can take many forms, but
the assistance most identified as useful by contributors in this study involved the
recording and reporting of abuse by institutions, which would in turn make it
easier to seek further action from online platforms and law enforcement.

"Member of Parliament for Liverpool Riverside 1997-2019.
9. .
“Parliamentary Labour Party.
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Sometimes, support can be as simple as ensuring that all online contact goes
via an institutional email account:

If something comes through your institutional email address, you've
got the university there to support you, and you can keep records of
all of this. (Jacqueline, Academic at a UK university)

A number of contributors provided their own examples of effective organisa-
tional support implemented for employees at risk of online abuse. It is gratifying
to see such systems in place and proves that there is no reason why this cannot
become commonplace:

Hope Not Hate train staff in how to be careful. And then their
research team report for them to Twitter directly. They work hard to
keep people safe, keep activists safe online, making sure that what-
ever they’re doing online, they’re not exposing themselves, because
they need those people to be in that space. (Michelle, Journalist
based in the UK)

When I did some work for the BBC, I got proper support for the first
time ever, because it was deemed to be a high-risk project. That was
the first time that I've ever experienced that, and there needs to be
more of it. The BBC have a very good standard of aftercare ... and
they were really worried for me. They had a digital forensic person
who was in charge of helping me to protect myself and change my
social media practises in order to do that. (Christie, Academic at a
UK university)

However, others provided examples of a lack of support, where women had
been left to tackle online abuse without any organisational assistance. One notable
case that was mentioned, which has also been the subject of analysis by Thielman
(2020) and Waisbord (2024), was the experience of Felicia Sonmez, a journalist
in the USA:

There was a case here... in the Washington Post, after Kobe Bryant
died, the Washington Post reporter Felicia Sonmez, she tweeted an
article, she didn’t even write it, she tweeted a Daily Beast article...
and her publisher sent her an email saying, you're dishonouring the
institution by doing this. And then they put her on leave and told her
if she felt unsafe maybe she should consider going to a hotel, and in
the meantime tens of thousands of people are harassing her online
and that just stood in very stark relief to a case the year before where
a male political writer was being harassed, and the newspaper paid
for him to go to a hotel for three days, and also paid for security for
him for three days. And for some reason, because this is a woman
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commenting on sexual violence, this wasn't considered worthy of their
institutional support. And that was a complete and abject failure.
(Ann, Academic and Journalist, USA)

In addition to the support provided to individuals, the NDI also works with
political parties and campaigning organisations in a number of countries:

The NDI are currently working in Zimbabwe and Malawi, to
develop support for women activists who are by their nature and their
issue, in danger. Part of that will develop civic activist online sup-
port, to assist women who are operating in the online space. Because
those countries are very hostile to women in the LGBTQ movement.
(Helen, Academic based in the USA)

Souad emphasised how it is vital to speak to women in public facing occupa-
tions about their experiences of abuse in order to put additional safeguards and
support systems in place:

We have to listen to find out how we can support them both as
employers and brands, as civil society, as legislation we have to
do something about the exodus of people leaving the online space.
(Souad, Academic at a UK university)

Universities are in a distinct position, as they have an obligation to provide
support to both their staff and their students:

If as an academic you're sending out young women after gradua-
tion into the world, and you haven't talked about the sexism that
they will face and they already face, you haven't done your job.
That’s the reality of it. If we’re pretending that women aren’t going
to go out into the world and they haven't already been faced with
sexism, we're lying to them. So I keep telling my students exactly
that. The world is not structured for you. We need to figure out
how to change it, but until then you have to learn to survive in
this world and have the resilience to do so. (Emma, Academic at a
UK university)

Whilst it is vital to involve women in shaping the organisational support that
is provided by employers, it is equally important that this task does not become
yet another hidden responsibility that women must carry out during the course
of their employment:

I do hesitate [to suggest things] though because we don’t need more
work. It’s not my job to stand up for harassers and educate the men.
(Eileen, Academic at a European university)
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If online abuse is to be dealt with effectively, it needs to be properly recognised
as an occupational task and appropriately recompensed:

We need to be properly paid. So many people ask us to do things

for free, and people just don’t get it. We need more people talking
about money when it comes to this work. (Souad, Academic at a
UK university)

Structural and Societal Change

Despite the many improvements that organisations should be making to tackle
online abuse, it cannot occur in a vacuum. Organisational change will only prove
successful if implemented alongside a comprehensive programme of structural
change:

1 think it’s really unfair to put the onus for this on individual women.
Online harassment training and seminars etcetera, are all well and
good, but I really think energy is better spent trying to create soci-
etal change. So many of the issues that I work on, whether it’s dis-
information or extremism or online abuse, it always comes back to,
well what do we do for the individual? And the best thing we can do
for the individual is push for systemic change. (Judith, Journalist
based in the USA)

I keep telling my students ‘the world is not structured for you. We
need to figure out how to change it, but until then you have to learn
to survive in this world and have the resilience to do it’. But we can’t
stop there because frankly just telling them that puts them more at
risk than anything else. What we also need to do is to say, ok, we're
also working to change the laws, we’re strengthening our structures,
we’re changing our institutions, but also, we're teaching girls to fight
back. Because I'm sorry, saying well gee, you deserve to wear a short
skirt and go out at night is not enough, until we change all the other
things. And frankly that change is going to take a long time. So, you
know what, teach the girls to not only say yes, this is my right, I have
the right to be safe, I have a right to be free, but I'm also going to be
able to fight if necessary. (Emma, Academic at a UK university)

Blumell (2018) asserts that the presence of benevolent sexism, of which pater-
nalism is a key element, can jeopardise the occupational progress of women
journalists. Ann agreed:

For journalists in particular, freedom of expression is centrally impor-
tant and the way that companies like Facebook have approached this
problem [online abuse | when it pertains to women is quite infantilis-
ing, because they actually categorise women and children, like we’re
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all on the Titanic and in a lifeboat. It’s fucking stupid. And so, at the
same time as I was advocating very aggressively for women’s safety,
I equally aggressively was advocating for their vehement expres-
sion, artistic expression, political expression. (Ann, Academic and
Journalist, USA)

This identifies a need for a renewed campaign of feminist activism in the work-
place, this time oriented at the online space. The empirical evidence presented
here emphasises the need to raise awareness of, and to change attitudes towards,
misogynistic online abuse, once again echoing the struggles against sexual harass-
ment led by second wave feminists in the 1970s (Vera-Gray & Kelly, 2020).

In a specific recommendation that straddles both the organisational and struc-
tural realms within the Labour Party, Caroline suggested that activists found
to have engaged in online abuse should have their Labour Party membership
rescinded:

People can say whatever they want to say, but that doesn’'t mean they
are allowed to be members of mainstream civic organisations. If
they are vile and racist, they don’t get to be in the Labour Party. So,
they can say it, they just don’t get to be in my world. Which I don’t
think is unreasonable, in terms of freedom of speech in the UK.
(Caroline, Member of Parliament until December 2019)

This proposal shares some similarities with the pledge made by former Prime
Minister, Boris Johnson, who stated in the House of Commons on 14 July
2021 that any England football supporter who had been found to engage in the
online abuse of players following the European football championships would
be banned from football grounds throughout the country: “Today we are taking
practical steps to ensure that the football banning order regime is changed, so that
if a person is guilty of racist online abuse of footballers, they will not be going
to the match — no ifs, no buts, no exemptions and no excuses’ (Hansard, 2021,
Col. 362). However, despite a significant amount of media coverage at the time,
this pledge was not implemented by the Johnson government or taken forward
in any subsequent legislation, and the issue of online abuse has remained a hall-
mark of many subsequent sporting contests (e.g. Burch et al., 2024; Harrison &
Huslage, 2023; Sinclair, 2024).

In a similar fusing of structural and organisational reform, the school curricu-
lum needs to be modified to include proactive teaching on online abuse preven-
tion, as part of an existing programme of IT and internet safety:

We have an opportunity through reform of the curriculum, to teach
[children] from a very young age, what is appropriate and inap-
propriate behaviour online. And how to deal with abuse, and also
teaching people, boys especially, that misbehaviour is not acceptable
and has consequences. And then we need to find ways to make it
have consequences. And this means introducing closed social media
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communities into schools and having them properly moderated. We
need to model the good behaviour and demonstrate the consequences
of bad behaviour. The challenge is that schools have no resources, and
the majority of teachers lack the correct understanding. So we need
to get into teacher training, and we need to get into the curriculum
and that needs to happen at all levels. We need to be teaching lectur-
ers how to support their students. We need to be teaching students at
university. We need to have some kind of educational platform for all
ages, where you show what online abuse is, why it’s unacceptable, and
this is what you do if you see this happening to other people, this is
what you do if this happens to you, this is where you get support, this
is where you get help, this is where you get counselling. That’s what
we need. If we're looking at cultural change, then it’s up to us to find
ways to educate younger people so that we start to see that trickle
through. (Rose, Academic based in the USA)

This recommendation demonstrates how the structural and organisational
change required to address this issue is interdisciplinary in nature and requires a
social policy response in order to effect viable change:

One of the things that Google’s doing that’s really interesting is
online citizenship courses. They're going into schools to teach chil-
dren how to be a good citizen online. Unsurprisingly they went into
one of my schools, maybe... to prove to me that they were actu-
ally doing something ... they’re now training the trainers and they’re
training teachers to do it. (Caroline, Member of Parliament until
December 2019)

Despite the introduction of the Online Safety Act in October 2023, there
remains a need for further legislative change, the implementation of robust regu-
latory frameworks, and changes in policing to effectively tackle the online abuse
of adult women.

All participants identified a need for the greater regulation of online platforms:

Regulation is very important. Regulation ensures that we keep
[social media] companies accountable, and accountability and
transparency are the cornerstones of any healthy, democratic society.
(Jacqueline, Academic at a UK university)

The online space shouldn’t be lawless anymore. We need to figure
out some rules and regulations about this. Women shouldn’t have to
change their behaviour. We've all moved online, let’s make it a better
place to live. (Christie, Academic at a UK university)

Long term, we need legislative change. We need a framework that
looks at online harms, and the definition of it, and making sure it’s
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intersectional. We need tech companies to look at moderation and
invest in it properly. We need tech companies to be designing plat-
forms with safety by design as its core principle, rather than profit.
(Souad, Academic at a UK university)

Some felt that state regulation of online platforms was necessary because
social media companies could not be trusted to implement the various improve-
ments required without a legal obligation to do so:

They feed off dissent. They feed off rage. That’s how they make
money. They can’t even be trusted to keep their house in order, so I
don’t think they are anywhere near to knowing how to address gender-
based violence properly. I don’t trust them to act on it, because they
don’'t. They make money from not very ethical ways. So, they’re not
driven to find a solution. It would have to come from policy level.
(Nicole, Academic at a UK university)

We need to hold the social media companies to account. Govern-
ment legislation on social media companies is long overdue. Because
they’re not going to self-correct, because they’'ve got no incentive
to do that. We can’t wait for the US because they’re never going to
catch up quick enough with us ... (Michelle, Journalist based in
the UK)

I think more regulation is required. If social media is going to be
used for responsible reasons, and that’s why it was designed, then
they do need to exercise more control over the platform, because
it’s not a free platform, it is owned by a company that I think
should have more regulated responsibilities for how that platform
is used. Like any other profit-making company, they have respon-
sibility for the safety of the people using it. (Geetika, Senior
Police Officer)

Despite the largely favourable response to the possibility of greater regulation
of online platforms as a mechanism to tackle online abuse, Rose sounded a note
of caution:

The regulation question is really interesting, because on the one hand
regulation does force companies to take actions that they might oth-
erwise not have bothered to take. On the other, our lawmakers are
not particularly savvy, and the law-making process is not responsive.
I can see the benefits that regulation would have, but the tech lobby
is well funded, and our law makers are not as digitally literate as 1
would like, and we would potentially be at risk of bad law. (Rose,
Academic based in the USA)
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Samantha was concerned that in England and Wales, the introduction of
legislation covering online platforms may place additional pressures on already
stretched local police forces:

Social media companies are making a lot of money. It’s not in their
interests to have loads of regulation. We struggle as the police to get
much information from them [when we need it for detecting crime],
it’s certainly not volunteered very easily. So it just depends on how
that greater regulation will manifest itself. It certainly wouldn’t be
great if it all falls to the police to try and enforce things. (Samantha,
Senior Police Officer)

Tiprat provided a reminder that it is likely to prove impossible to introduce a
regulatory regime to be adopted by governments worldwide due to the multiplic-
ity of different laws and regulatory frameworks (Chenou, 2014):

Threats of violence should be taken very seriously. Right now they’re
not. I think that social media companies don’t take the idea of vio-
lence against women seriously. I think that they need to do more to
have more women involved, to be aware of this as a problem. I don’t
know how much they can do. There’s a lot of problems in the United
States because website forums, any kind of online forums, there’s a
rule in our Communications Act that says that they’re not responsi-
ble for content. (Tiprat, Academic based in the USA)

Tiprat also highlighted the need for further action from both legislators and
technology companies:

Legal changes need to happen, both in terms of the laws that are
there, as well as in the training of law enforcement. Tech companies
need to be doing more, I think they’re trying but again, conscious-
ness is really important. I feel like the internet really needs to be
governed a lot more. We really need some kind of legal structure
that is applicable to the internet, and it needs teeth, so that people
who do violate laws are prosecuted and made examples of. (Tiprat,
Academic based in the USA)

Emma presented a paradigm for the future regulation of online platforms,
whilst also highlighting several of the issues that are currently viewed as problem-
atic in their operational methods:

Tech should be regulated, not only for tax purposes but actually for
business processes. 1 find it really fascinating that we have spent the
last decade demonising banks, and the evil bankers. The reality is
that the banking sector is more regulated than most parts of our
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economy. And tech is almost as powerful, if not more powerful in
terms of reach, political power, social power, as banking and yet it
is the least regulated. And we somehow pretend that we can kind of
continue this way.

We need taxation, that’s the first thing. We need serious regulations
about the way social media companies are structured. Look at firms
like Facebook, Zuckerberg pretty much has all rights to all decisions
made. This is a publicly traded company across the world which has
huge impacts. This is a publishing platform in addition to all the
other things. Just because we haven't figured out where to fit it in
terms of our business ideas, and that’s not to do with business, that’s
to do with politicians, does not mean that we cannot regulate it.
(Emma, Academic at a UK university)

Judith presented a possible blueprint for the development of social media
companies that she believed would do more to tackle online abuse at a strategic
level:

Tech companies need to better protect the vast majority of their
users, over that of the privileged few. Tech companies have been so
worried about censorship ... but usually that censorship they’re talk-
ing about is a very small group of extremely vocal and extremely
online white men. Most social media users are women and people of
colour, and the tech platforms need to centre their policies around the
vast majority of their users being able to be online free from harm.
(Judith, Journalist based in the USA)

Sarah, a senior police officer, highlighted three areas where change is needed:

Regulation, law change and responsibility on social media compa-
nies to provide intelligence to law enforcement about repeat offend-
ers, would be three really worthwhile changes. (Sarah, Senior Police
Officer)

Helen believed that it was of vital importance for different policy actors to
work together in formulating regulatory and legislative responses to online abuse:

There’s a need for three key actors. The main representatives in the
political sphere, so you've got to have women in parliament. But you
also need an autonomous civil society that is supportive. And thirdly,
you need what I call the femocrats, the Commission on Equality or
similar organisations. You have to have that public sector civil ser-
vice element available to you. You need the three-legged stool, in
order to progress. (Helen, Academic based in the USA)
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Helen’s proposition emphasises yet again the importance of having women in
the spaces where decisions are made, for the issue of online abuse to be properly
and effectively recognised, something that was also emphasised by Julia:

Tackling online abuse requires a strategic effort across every aspect
of public policy. We already know that women are walking away
from standing for elected office, so we have to double down on the
idea of quotas and positive action because you can’t be what you
can’'t see. We've also got to dramatically change the political cul-
ture, and, in part, that’s got to be about having fewer binary debates.
(Julia, Politician in Scotland)

Reporting Online Abuse

Sarah highlighted the current position of police forces in England and Wales in
relation to dealing with incidents of online abuse:

They’re very focused on what they would describe as high-end
social media activity. But I think there is a role for them to take
that regulation broader into anything that would be an on-street
offence. So, if people were to target an individual repeatedly and
make offensive comments on any of the protected characteristics
on the street, then that’s an aggravated public order offence. But
when it happens online, people think the same rules don’t apply.
To investigate it properly, there has to be a responsibility on social
media companies to identify account holders to law enforcement.
That would enable police forces to issue harassment warnings.
Police forces don’t investigate online abuse to the degree they prob-
ably should, because it’s not really flagged as high-level offending.
There’s also a secondary responsibility to ensure a legal framework
is in place for police forces. Currently, in order to identify who an
account belongs to, you have to be able to say it’s a serious offence,
which in legal definition is an offence that attracts over three years
in prison, but few actually meet that bar. (Sarah, Senior Police
Officer)

Geetika was concerned that achieving cooperation between police forces and
online platforms may prove problematic, providing an example of the existing
relationships with social media companies and wider technology organisations
as evidence:

When there is a stalking and harassment case over social media, we
have to go through the usual channels to try and obtain that informa-
tion from places like Google and Twitter and some of them are not
based in this country, their laws are not the same as ours, so, some of
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those investigations can get very complicated to access that material.
(Geetika, Senior Police Officer)

This can impede police investigations:

When it comes down to very particular details of the platforms, or
places, or people that are using the accounts that Twitter or Facebook
might hold, they have to provide that information to us, as opposed to
us being able to extract it out of the system, and it becomes almost
impossible to investigate. (Geetika, Senior Police Officer)

In Northern Ireland we have the strictest domestic abuse, harassment
and stalker legislation. The police need to act, they need to reflect
the changed environment in which people are failed. We should have
assurances from the police that they will take it seriously and inves-
tigate. In my own case, [the perpetrator] got a custodial sentence,
albeit suspended. I thought the judge was pretty good at that. I think
there is a developing recognition of the harm that this type of abuse
can do. The perpetrators should feel shame on their community
for having done what they did. (Sherrie, Member of the Northern
Ireland Legislative Assembly)

They trivialised it and said it’s not a problem, it’s not as serious as
other forms of sexual violence like rape, they did all of the stuff
that I'd spoken about in terms of sexual harassment in offline public
spaces, which is the discourse around it, and did the exact same things
in terms of the online abuse, that’s how they chose to discredit it.
(Jacqueline, Academic at a UK university)

Every woman I know, who's tried to report to the police has found
that it was a complete fiasco, and the police didn’t understand, they
told her to turn off her computer, and that’s ridiculous, because if
people are coming after you, turning off your computer’s not going to
stop them. Law enforcement should do more, because if law enforce-
ment took these threats more seriously, I think that would have a
chilling effect on men doing these things, if there were some more
men arrested and put in jail for these kinds of things, and I think
that’s happened a little bit more in the United Kingdom. (Tiprat,
Academic based in the USA)
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Sherrie was able to compare the activities of the police in England and Wales
with the actions of the Police Service of Northern Ireland (PSNI):

Jacqueline and Tiprat, whilst located in different countries, shared similar
experiences when attempting to report online abuse to the police:
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Two contributors offered information about work being done in the USA to
increase the knowledge of criminal justice practitioners overseeing cases involving
online abuse:

I would say the last frontier has been judges, because judges have
been very hesitant around technology. So, we've put together a
Jjudicial code. The training is to remind judges that cases involving
social media are no different to what they’ve been trained their entire
career: to assess credibility. It’s more just to get them comfortable
with different platforms, how they work, what they do, and how you
owe it to the people coming before you that you understand how these
platforms work. Otherwise you’re out of touch and you're not a good
Jjudge. (Sue, Academic based in the USA)

I am working with legislators to establish a swatting database’,
where police are trained in these tactics, and where you can regis-
ter yourself as a potential target. (Ann, Academic and Journalist,
USA)

The reporting of online abuse to social media platforms was a key topic for
participants. At its most basic, women expressed concern about their ability to
report incidents of abusive or dangerous communication and often felt that no
action was taken to identify or appropriately penalise the perpetrators. This sup-
ports work by Hodson et al. (2018), and Regehr and Ringrose (2018), which has
identified a widespread dissatisfaction with the outcomes of reporting incidents
of online abuse to all social media platforms:

I do actually believe in free speech. If someone wants to call me a
fucking cunt, they can. But that doesn’t mean it should be allowed to
stay there or remain for ever. Social media companies should have
strong systems to act very quickly to ensure that things are pulled
down when reported. (Maria, Member of the House of Lords)

Social media companies should have a set of principles, that I should
be able consult, if I suffer abuse. An easy contactable line of com-
plaint or an issued formula that investigates it. I also think that
people who do abuse others, shouldn’t be allowed to be anonymous.
(Sherrie, Member of the Northern Ireland Legislative Assembly)

There’s a lot of people hiding behind mirrors, feeling able to hurl
abuse, knowing that they will never be identified. I think people on
Twitter get away with so much, because they’re anonymised. People

3The act of “falsely reporting people to the police so that SWAT teams descend on
their homes’ (Lukianoff, 2015, p. 48).
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are just completely anonymous, so you could be talking to somebody
in America about something in [name of city ], and it’s not relevant
to them, but they just happen to be racist, and they just want to com-
ment on what you've got to say. I think the anonymisation of individ-
uals should be banned, because it becomes impossible for the police
or anybody else to do anything about it. (Smita, Local Councillor)

Smita further emphasised how she felt that there was a difference in the way
she was treated when reporting offences to Facebook, as opposed to Twitter.
Her experience had led her to conclude that the technical measures available to
users, in the form of a single button on the site, made reporting online abuse to
Facebook a simpler process:

Facebook is probably easier to report things and I do it quite often,
perhaps if I see things that I think are offensive, report the individual
and then you get a report back from the administrator to say yes, it
is or no it’s not ... but even then, I think they need to improve things.
(Smita, Local Councillor)

Many participants were disturbed by the continued availability of anonymous
accounts on Twitter. Evidence presented here echoes the work of Tromble and
Koole (2020), which found that the vast majority of tweets from anonymous
accounts sent to politicians in the UK, the USA and the Netherlands were nega-
tive and abusive and often contained racist and/or sexist epithets. Consequently,
they concurred with the work of Ooi et al. (2021), believing that prohibiting
anonymous accounts on the platform would be a relatively simple measure for
social media organisations to implement, and one which would ameliorate the
most extreme forms of online abuse:

The difficulty with identity, and people not having to prove their
identity when they register an account on social media, is that these
people [engaging in online abuse] could be anybody. It could be
your next-door neighbour, it could be somebody physically close to
you, and that’s when the risks come. You don’t actually know who
these people are. It’s the responsibility of those running social media
to take a more proactive approach to protecting people. (Geetika,
Senior Police Officer)

Karen explained how her own force was unable to trace several of the perpe-
trators who had subjected her to online abuse due to them having anonymous
Twitter accounts:

We have been unable to trace some of the accounts [responsible for
online abuse] because some of these accounts are difficult for us to
trace, and the threats to me are not life and death and therefore Twit-
ter won't reveal where they come from. (Karen, Senior Police Officer)
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Samantha expressed a degree of frustration with the continued presence of
anonymous online accounts, feeling that the impact on policing was particularly
detrimental:

On social media people can be anonymous. It really annoys me that
the people who tend to be abusive are anonymous and you don’t
know who they are. And that gives people something to hide behind,
because they think they can say and do anything they want to. It
annoys me for lots of reasons. You see somebody [online ] who pur-
ports to be a police officer, but takes every opportunity to be negative
about policing. (Samantha, Senior Police Officer)

Nevertheless, the decision to prohibit anonymity in online platforms risks
silencing the voices of members of the most marginalised communities, who may
rely upon the benefits afforded by anonymity to fully express their identity or
beliefs (Hardaker & McGlashan, 2016; Lingel, 2021). Similarly, victims of online
abuse may adopt anonymity or a pseudonym in order to engage online without
risking their personal safety (Campbell, 2017).

This emphasises the need to involve a more diverse group of stakeholders
in designing the responses to online abuse in order to reflect its multiplicity of
users:

We're trying to get those who wield power and have responsibility
for these platforms, as well as the legal system, to catch up with the
twenty first century and put protections in place that’ll make things
better for women now and the generations coming after. There is
a whole swathe of legislative reform that needs to happen because
the laws that we have — that may well have been written a couple
of hundred years ago — aren’t equipped to deal with the twenty first
century digital age. Those laws need to be updated and the involve-
ment of women and minority groups who are disproportionately on
the receiving end of abuse, have to be a part of that process. They
have to be a part of the process that’s designing digital citizenship
programming and education, the elements needed to help determine
how it is rolled out, they need to be part of whatever task force set
up to examine how our legislative structures and processes and natu-
ral laws need to evolve to mitigate this stuff. (Maya, Politician in
England)

Twitter has long been criticised for allowing users to remain anonymous,
should they so wish (Sterner & Felmlee, 2017). However, whilst Facebook has a
‘real name policy’ whereby users of the site are expected to provide their genu-
ine first and last names, this can easily be circumvented (Barlow & Awan, 2016),
and false identities and nicknames are frequently adopted (Dragiewicz et al.,
2018).
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There was a degree of scepticism regarding the social media companies’ atti-
tude to online abuse, and their willingness to position themselves as part of the
solution, an issue also raised by Majo-Vazquez et al. (2021):

Twitter creates a system that makes it easier for people to abuse
anonymously and without repercussions or without taking account-
ability for what they say. (Julia, Politician in Scotland)

There was a strong feeling that, ultimately, the solution to online abuse must
come from the platforms themselves, as they have the technological expertise
needed to create effective barriers to the delivery of abuse. Many expressed frus-
tration about their engagement to date:

The platform creators must have the antidote. Nobody else can work
at the scale that they can. The issue is that their business model is
based on making money out of hate. They are only now just saying
‘we need help, we didn’t realise it was so bad’. It’s just crap. Just rub-
bish. Activists have been at this for a decade already, and they have
been knocking on those doors and they have gone to San Francisco,
and they have had those conversations and they’ve been literally
swatted away and abused and discredited. But now their business
model is being hit by the bad publicity, as actually women are a very
big market. That is now causing them to take it much more seriously,
and to try and engage with civil society. (Helen, Academic based in
the USA)

Why are the systems not there to protect us? We need to be shin-
ing a spotlight on the fact that this is not acceptable. Facebook are
not doing a good enough job. I think there should be a Facebook
moderator that pops up saying, ‘are you sure you want to post this?’
or something like, ‘would you like it if someone said this about
you?” Something really like whoa, to make your stop in your tracks.
(Jill, Member of Parliament)

The complexity of the current situation and of any possible structural, legisla-
tive or regulatory solutions is manifest. The situation is perhaps best summed up
by Caroline, a politician who lost her seat in the House of Commons in December
2019. Caroline received a barrage of misogynistic and anti-Semitic abuse from
a variety of online actors both during and after her time in the Westminster
Parliament:

So, there will be more research about online hate and women, and
it’s incredibly important that there is ... I'm interested in what
recommendations you make, because it has to be more than just
acknowledging that there is a problem. Because I don’t know what
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the answers are to it, and I've lived through it. (Caroline, Member
of Parliament until December 2019)

The presence of misogyny in all elements of online abuse has been a thread
weaved throughout this book:

Online abuse is like all the forms of violence against women. It’s all
about control. It’s all about reminding you about your position, in
terms of the patriarchy. Don’t step out of line, don’t get too cocky,
don’t get too vocal, don’t have too many followers, don’t look like
that, don't dress like that. It’s a constant reminder of upholding
patriarchal norms. And it’s another tool that patriarchy can use.
(Souad, Academic at a UK university)

Men get to the point where they think it’s ok to send indecent images
of yourself to women online because actually that’s all they deserve.
So, I think that’s the impact of misogyny at an individual level.
(Sarah, Senior Police Officer)

The political landscape certainly encourages online abuse, and in the
last five years it’s gotten worse. But the abuse of people of colour and
women online is a much more deeply rooted political issue. Politics
reflects misogyny and racism as a society, rather than the other way
around. (Judith, Journalist based in the USA)

Interestingly, some contributors felt that the presence of misogyny in the
online space had raised awareness of the phenomenon, leading it to be more
widely discussed:

I'm actually quite heartened that misogyny is playing out in a digi-
tal space because we can prove it finally. It’s not just something
done in the quiet of a private space. (Sue, Academic based in the
USA)

If somebody is targeting women due to a hatred of women specifi-
cally, then yes, I think people feel vulnerable and exposed by that,
because it’s difficult to know when that’s going to extend into the
physical space, isn’t it? (Geetika, Senior Police Officer)

Participants made connections between online abuse and the treatment of
domestic violence and sexual violence in the 1970s and 1980s, as identified by
Dobash and Dobash (1980) and Wise and Stanley (1987):

1t’s like we’ve gone back to the 1960s in terms of gender discourses in
the digital space. (Christie, Academic at a UK university)
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I think online abuse has got worse. But hasn't it always been the case?
Men abuse women. Women just have to take it and suck it up? I do
wonder where it’s going to end, and what all the battles we fought
were for. It just seems that men are hardwired to abuse women. What
I do know is that not one of the men who send this abuse would be
able to do my job, not one. (Agnes, Member of Parliament)

It does feel that we are targeted by young, empowered men who are
really abusive to women of a certain generation who fought for wom-
en'’s rights. (Sally, Politician in Scotland)

Consequently, there was a feeling that there is a need for a similar awareness
campaign around the issue of online abuse, on a par with that of second wave
feminism that took place over 50 years ago:

I feel like this is a problem on a par with raising awareness about
rape and domestic violence ... it requires a huge societal change and
it’s very hard to envision how we’re going to get there, but I do think
consciousness raising about it is really important. (Jacqueline, Aca-
demic at a UK university)

Similarly, just as in the literature (e.g. Henry & Powell, 2015; Jane, 2017a;
Suzor et al., 2019), the link between gender-based violence and online abuse was
also clear to participants:

1 see it all as one, in the sense that in a patriarchal society women’s
agency, women’s independence, women’s authentic voice is pun-
ished, in the home through domestic violence, in the workplace. In
terms of gender-based violence, it is women being out in public or
attacked through rape, it’s the taking of autonomy to leave your
home and do what you want to do. (Jacqueline, Academic at a
UK university)

We don’t see this as a new phenomenon, it’s just the newest iteration
of an old phenomenon, all those things that continue to undermine
and weaken women’s protection in the physical space from violence
and domestic partner violence, intimate partner violence, street
violence, all those things are at play in the digital world. (Helen,
Academic based in the USA)

Online abuse is a constant reminder of just how acceptable violence
towards women and gender non-conforming people is. When I see the
abuse in my inbox or online, it reminds me constantly of the level of
threat that it’s still societally ok to lob at women. (Judith, Journalist
based in the USA)
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Having articulated a link between online abuse, misogyny and gender-
based violence, contributors further illustrated the structural impact of
online abuse. This is important to consider in order to then be able to devise
recommendations.

It’s really hard to hold the technology companies solely responsible.
Do they have a role? Absolutely. But I want us to be talking to men,
that this behaviour is out of bounds and it’s on all of us to inter-
vene in that behaviour wherever they do it. (Sue, Academic based in
the USA)

So, if the bar is lowered on how you refer to women on social media,
it just feels like the bar’s being lowered all the time in other areas. In
terms of some of the stuff I'm looking at around trafficked women
and rape, it’s terrifying, because it’s like women are worthless ...
that they have no value, so they can just be raped and abused and
Just calling them a fucking cunt online is ok. (Agita, Member of the
House of Lords)

Online abuse is another example of this sense where women are
not allowed to occupy certain positions in the social sphere and are
punished through violence, through silencing, through threats of vio-
lence. Like racism, like any kind of prejudice, threats of violence
and then actual occasional violence, keep people from voicing their
opinions. They keep people from being more autonomous and being
more authentic. (Tiprat, Academic based in the USA)

In many ways, addressing online abuse at a structural level presents the most
complicated policy challenge. However, it is clear from the evidence presented
here that it is only by addressing the issue of online abuse at a structural level
that real progress will be made. It has repeatedly been shown that policy recom-
mendations which fail to address the underlying structural inequality that pre-
cipitates gender-based violence are unlikely to succeed, as they place the onus on
the individual to resolve an intractable problem, without providing the necessary
mechanisms to do so (Atkinson & Standing, 2019).

1 think energy is best spent trying to create societal change. Whether
it’s disinformation or extremism or online abuse, it always comes
back to, what can we do for the individual? And the best thing we can
do for the individual is push for systemic change. (Judith, Journalist
based in the USA)

Research by Atkinson and Standing (2019) has shown that feminist and inter-
sectional voices have traditionally been excluded from change making at this
level, meaning that recommendations that come directly from women, and which
are underpinned by a feminist ethos are even more apposite.
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Contributors to this research overwhelmingly felt that challenging and chang-
ing misogynistic abusive behaviour, whether in the physical or the online space,
lay at the heart of tackling this issue from a structural perspective. This supports
the work of Edstrom (2016), who spoke of the need to expose and challenge the
behaviour of violent actors online in order to make it unacceptable.

Sue, an Academic based in the USA, termed this the ‘Dude, it’s not OK’
proposition:

At a macro level, we need to be arming young men to see it and name
it. I want us to give men more tools to be able to say, when there’s
a rape joke made at a bar, ‘dude, not funny’. We’ve got to intervene
and say this is out of bounds, this is unacceptable behaviour. I want
more men on Twitter to be interrupting and reporting rape threats
the minute they see them, and then challenging the person saying it,
saying ‘dude, not ok’. (Sue, Academic based in the USA)

Given the widespread acknowledgement in the literature that the dominant
voices online are typically male and white (e.g. Williams et al., 2019), Sue asserted
that there is a need for men to use their accumulated power in the online space, in
an appropriate way:

Men have power, and they need to be flexing it and we need to give
them tools on how to do it appropriately, because coming at one inap-
propriate comment with a flaming minimalization of calling some-
body an idiot and stupid is fun, and it feels good, but it’s ultimately
about saying this behaviour is out of bounds, we need to not confront
it with behaviour that’s also out of bounds, which is demeaning and
belittling. (Sue, Academic based in the USA)

Sue went on to explain how this approach was more common in other countries:

They’ve done more work in the Scandinavian culture to encourage
bystander intervention and engagement and more gender equity. 1
would love to get some of that and pepper it around the US. I under-
stand the challenges, but I really feel that we need to do more as a
society to hold people accountable for their behaviours. (Sue, Aca-
demic based in the USA)

This recommendation was widely supported:

Men need to do something about it too. It can’t just be women
speaking up for women. It’s much easier, it’s always much easier to
intervene on someone else’s behalf, than to intervene on your own
behalf.- So I hope that what we’re seeing with the Black Lives Mat-
ter movement gaining support from people who aren’t Black, that
they will now intervene in a way they wouldn’t have before. We've
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got to expect more from fellow citizens, whether that’s online or not,
to intervene, to protect. (Caroline, Member of Parliament until
December 2019)

Kerry agreed but emphasised that the responsibility lies with all users of social
media platforms to campaign against online abuse and to acknowledge it publicly
when it occurs:

I don’t think things will change unless we see ... what the Suffra-
gettes did, what political women did, what women in academia are
still doing. You need to know who’s your ally ... that other people are
coming on board to support you. Even if you don’t know these peo-
ple, they should come and support you. (Kerry, Local Councillor)

Such an approach has been analysed by Wong et al. (2021), who have inves-
tigated the effect of bystander intervention in abusive Facebook posts. They
discovered that reporting abuse, defending and supporting the victim were the
most common interventions and that reporting was far more likely to occur if
the reporting of abusive or harmful posts was both simple and anonymous. This
confirms the need for online platforms to streamline their reporting mechanisms
and to publicise the ease with which reporting can be done.

In addition to practical change emanating from social media companies, Julia
highlighted the need for a wider cultural reorientation in the language that politi-
cians use in the public sphere. Political communication needs to become more
temperate in order to avoid adding to an already febrile atmosphere which works
to silence a genuine multiplicity of voices and opinions:

You need to go back and look at how you share power. How do you
have more deliberative processes for people to feel like they have
agency in decisions that are made about their lives? How do you
get politicians themselves to behave better? The language that they
use almost creates the environment where people can be bolder in
their own choice of words... you've almost got to reteach the politi-
cians the art of persuasion. How they need to behave differently if
they want more people to buy into their beliefs. This has been com-
ing for a long time, it’s just been expediated by events such as the
economic crash, the referendums, and an explosion in productive
technology like social media, all of these things have created the
climate that we're in so there’s not one easy fix. (Julia, Politician
in Scotland)

Conclusion

This chapter provides a range of recommendations that together could be uti-
lised to address the online abuse of women working in public facing occupations.
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A strength of these recommendations is that they come from those who have lived
experience of online abuse.

These proposals fall into four categories: the actions that women can take as
individuals, the support and activity that should be provided by employing organ-
isations, the regulatory and legislative responses that are likely to be effective and
finally, the pervasive structural change to gender relations in society that would
make misogynistic online abuse unacceptable in mainstream discourse.

At a structural level, it was felt that further equalising the position of women
and men throughout society would have the most enduring impact on overcom-
ing online abuse. An integral part of this systemic change is making men more
aware of the sheer scale and nature of the abusive content that women in pub-
lic facing occupations are required to navigate on a daily basis. Such knowledge
would assist in embedding the expectation that everyone, especially men, should
challenge individual instances of online abuse that they witness in order to fur-
ther create a climate where such attacks become socially unacceptable. There also
needs to be a reorientation of public discourse, to encourage a greater nuance in
public debate, which would remove the need for participants in political discus-
sions to repeatedly adopt uncompromising positions.

At a legislative level, there was overwhelming support for greater regulation
of online platforms, as outlined in the Online Safety Act (2023). However, the
move away from a regulatory regime which could have supported all those who
are active in the online space, to legislation which predominantly focusses on chil-
dren, is a huge missed opportunity and does very little to address many of the
issues and experiences discussed here. Similarly, there has been very little train-
ing and resourcing of police forces to enable the proper implementation of the
new legislation. Finally, it is disappointing to note that there seems little appetite
from the Labour government elected in July 2024 to amend the Online Safety Act
(2023). This leaves a noticeable gap in the expectation that social media compa-
nies should be compelled to take a greater responsibility for the acts of violence,
aggression and intimidation that take place on their platforms or an obligation on
them to provide innovative solutions to overcoming such activity, using technical
means where appropriate.

At an organisational level, participants in this research articulated the view
that public sphere employers, whether universities, media organisations, crimi-
nal justice agencies or political parties, should provide a greater level of training
and support for their employees. Women should feel that they have a guarantee
of protection from their employer when faced with abuse during the course of
their employment. This should include employers taking on the responsibility
for reporting online abuse to the social media companies, or law enforcement,
where required. This change to occupational culture should come from the top,
with organisational leaders and senior managers aware of the pernicious conse-
quences of online abuse upon all staff, whatever their role or level of seniority.
Members of public facing occupations who engage in online abuse should have
their membership of the organisation scrutinised, with the possibility of removal,
if appropriate.
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At an individual level, both women and men should be provided with training
in digital literacy, strongly underpinned by the principle that engaging in online
abuse is never acceptable. This training should continue through into the continu-
ous professional development schemes that all public sphere employees undertake
in order to ensure that women are able to maintain up-to-date skills in reporting
and protecting themselves from being targeted online whilst also providing men
with the tools they need to act as effective allies against abuse.



Chapter Nine

Conclusion — Assessing the Impact of
Online Abuse on Gender-based Violence

Abstract

This chapter summarises the content and consequences of the online abuse
of women serving in the public sphere. The chapter revisits the seven ele-
ments of online abuse in order to further demonstrate how online abuse
directed at women is misogynistic and frequently includes violent threats
and dismisses women'’s contributions to online discussions. The chapter
emphasises how online abuse varies by occupation, with police officers most
likely to receive abuse that denigrates their ability or appearance, politi-
cians and journalists more likely to receive violent threats and academics
receiving abuse of all types. The chapter also outlines how the consequences
of abuse are felt at an individual, organisational and structural level, hav-
ing a malign impact on women’s contributions to public life in multiple ways,
before revisiting the policy recommendations at the same three levels.

Keywords: Online abuse; public sphere; misogyny; threat; structural
change; policy; Online Safety Act (2023)

Introduction

The aim of the empirical research underpinning this book was to investigate the
relationship between the online abuse experienced by women employed in pub-
lic facing occupations and gender-based violence. It was born out of a coales-
cence of personal concern and academic curiosity arising from the recognition
that online abuse is increasingly part of the role for women serving in public
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facing occupations. An increasing literature base, coupled with the powerful
testimonies presented throughout this volume, confirms that online abuse is
highly gendered; often questions women’s competence, integrity or appearance
and is imbued with threats of violence. The clear conclusion of this work is that
the malign impact of technology on women employed in the public sphere must
be addressed in order to ensure that the benefits of the new ways of working
that have materialised as a consequence of technological advancement can be
experienced equally.

The empirical data presented here were collected as part of the successful com-
pletion of a PhD degree at the University of York, UK. The research proposal
was subjected to detailed scrutiny by the Department of Social Policy and Social
Work Ethics Committee, with ethical approval granted before data collection
commenced. The subsequent empirical evidence was subjected to robust ana-
lytical scrutiny, underpinned by the Braun and Clarke (2006) model of thematic
analysis.

This scrutiny has revealed that rather than simply having an impact on gender-
based violence, online abuse is in itself another manifestation of the gender-based
violence first officially recorded back in the 14th century (Dwyer, 1995). Similarly,
much of this abuse is underpinned by misogyny and a wider gendered structural
inequality that has persisted for centuries. Nevertheless, as well as evidencing
striking similarities with gender-based violence that occurs in the physical space,
this research also identifies a number of important differences.

It is clear that the online abuse directed at women serving in public sphere
occupations is frequently triggered by a topical event or news item and is exacer-
bated by the increasingly binary nature of political events. Events such as refer-
endums and General Elections and armed conflicts of the sort witnessed in Syria,
Ukraine and Gaza (to name but three) frequently act as catalysts for increases
in the online abuse that women face even if they themselves have never spoken
publicly about any of these topics. The visible articulation of gendered violence in
the form of online abuse towards public sphere representatives is new, as it is not
shrouded in the secrecy that is commonly found in the gender-based violence that
more typically occurs within intimate and familial relationships.

This study has identified two aspects of online abuse that have particular
relevance to those working in the public sphere: one negative and one positive,
illustrating how having an online presence whilst employed in a public sphere
occupation can be both constructive and disadvantageous to women’s careers,
often at the same time. The first challenge emanates from the expectation that
those working in academia, journalism, policing or politics be readily available
online and secondly that their seniority may act as an insulator from abuse, not
by preventing such communication, but providing ways in which exposure to it
can be limited.

This research has also confirmed that engaging in online activity can harness
significant benefits, both at an individual and at an organisational level. Com-
municating with others active in the online space is not only a useful mechanism
for the advancement of policies and ideas, but it also enables women to create
mutually supportive communities that act as a palliative when abuse occurs.
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Cataloguing Women’s Experiences of Online Abuse

This research marks the first time that empirical data about online abuse have
been gathered from across the public sphere whilst also bringing together the
experiences of women based across the UK, the USA and mainland Europe.
Combining the experiences of women across professions and locales enables a
rich understanding of the challenges faced. Similarly, it has also enabled the map-
ping of different behavioural elements frequently found in online abuse onto the
theories of gender-based violence that were devised to account for violence that
occurs in the physical space. This theoretical process confirms that the harms
perpetrated online are but another manifestation of the personal and structural
misogyny that women have faced for centuries.

By identifying how women in the public sphere are targeted online, seven
elements of online abuse have been identified. These factors manifest the com-
plex power relationships that occur online. These seven elements are defama-
tion, emotional harm, harassment, silencing, belittling, threat and criticism of
appearance. Each of these elements (both individually and combined) was evi-
dent in the abusive communication analysed in this study.

Adopting these seven thematic lenses has determined that the online abuse
received by women frequently differs according to occupation. Police officers
are far more likely to be targeted for abuse that questions their integrity or
ability, or which criticises their appearance, voice or age. In contrast, women
politicians and journalists are more likely to receive violent or sexualised threats
whilst women in academia appear to receive both types of abuse — for reasons
that are unclear. It is possible that those who direct online abuse at police offic-
ers are more cautious about breaking the law and so engage in abuse that is
more subtle whilst not having such concerns when targeting women academics.
It may also be a result of the ‘anti-woke’ perceptions that now underpin much
public discourse (Johnson, 2024) and which seem to generate the most extreme
responses.

Features of the Public Sphere

This research has also identified that there is an increasing expectation that
women working in the public sphere be constantly available online. This expecta-
tion increases the unpaid emotional labour (Hochschild, 2012) and safety work
(Vera-Gray, 2018) undertaken by women and any staff members they may have.
An interesting finding to emerge from this analysis is that seniority of position
frequently acts as an insulator against the worst excesses of online abuse. This is
because once individuals reach a certain level within an organisational hierar-
chy, they are less likely to manage their own online accounts, either because the
responsibility for the routine operation of these accounts has been delegated to a
member of staff or because the various automated safeguards provided by social
media platforms means that abuse that occurs is not seen by the individual for
whom it is intended. Whilst this may provide a welcome respite for some, it often
leaves junior staff members vulnerable to the malign effects of the abuse whilst
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simultaneously doing nothing to protect those whose positions are not deemed
senior enough to benefit from the protection offered by automated tools.

A thread running through this research is the finding that women who hold
multiple intersectional identities, whether due to race, class, sexuality or disabil-
ity, frequently find themselves more heavily targeted for online abuse, reflecting
enduring inequalities in the physical space. It is disappointing to confirm that
these multiple discriminations perpetuate within newer communication forms.

The Effects of Online Abuse

This research has also discussed how the effects of receiving online abuse are expe-
rienced at an individual, organisational and structural level. For the individual,
it is clear that receiving online abuse causes huge emotional harm. The empirical
evidence concurs with existing literature, to confirm the malign effect of online
abuse on an individual’s wellbeing. Contributions detailed here also demonstrate
the wider impact of emotional harm on others, whether family members, friends
or staff, or a combination of all three. This type of emotional harm is pernicious
and enduring and illustrates how detriment can occur across multiple levels.

Ultimately, online abuse may cause an individual to withdraw completely from
digital interaction, as they choose to exit from the online space. Such action is
taken as both an overt occupational choice and an emotional necessity.

However, the effect of online abuse is not only experienced at an individual
level, with the consequences frequently extending out to affect the organisational
sphere. Online abuse that is directed at women in the course of their employment
has the potential to negatively affect an individual’s ability to serve the public in
the way that they intend. A further consequence of malign online communication
is that women may choose to withdraw entirely from the public sphere. This was
evidenced in the General Elections of both July 2024 and December 2019 when a
large number of Parliamentarians left the House of Commons, frequently citing
online abuse as a reason (Watson, 2025). Whilst an individual deciding to pur-
sue an alternative form of employment is not unusual, the motivations for doing
so in this situation have a potentially wider impact. Withdrawal from the public
sphere risks jeopardising the advancement of women at both an organisational
and a structural level, as women lose their voice in the places where power is
held and decisions are made, illustrating the act of silencing that is an element of
misogyny. When viewed as a whole, the silencing of women has an even greater
consequence, as it may also prevent women from forming the occupational and
social networks that are essential to both tackling online abuse and facilitating
occupational advancement.

This research has also evidenced how online abuse can have a deleterious
impact upon women’s engagement in the wider public sphere, potentially jeopard-
ising the progress that women have made towards equality across all four of the
occupations being analysed in this study. The organisational and structural rami-
fications associated with a decline in the number of women holding senior posi-
tions in the fields of academia, journalism, policing and politics could include a
reversal in efforts to counter sexual harassment in the workplace (Jane, 2018), a
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widening of the gender pay gap (Kavanagh & Brown, 2020) and a policy vacuum
at the heart of government.

Moreover, this research has revealed that democracy itself is jeopardised by
online abuse, as women may alter the way they vote in parliamentary debates as
a consequence.

However, it has been emphasised throughout this book that online interaction
is rarely wholly negative. Despite the malign effects described here, there remain
huge benefits to individuals serving in public facing occupations as a result of hav-
ing and maintaining an online presence (Khan et al., 2014; Marwick & Hargittai,
2018). Three key benefits include the value of online interaction as a communica-
tion tool, the importance of having and maintaining a voice in the online space
and the mutual support that is gained from other women working in the public
sphere, particularly during episodes of online abuse.

Problems Reporting Online Abuse

This research has also identified important differences in the reporting mecha-
nisms available on the different social media platforms, which complicate the
reporting process. Furthermore, there appeared to be little homogeneity of expe-
rience in this regard, with participants’ satisfaction with online platforms vary-
ing considerably. This has made women sceptical about reporting abuse although
holding a position of seniority within the public sphere does appear to provide
greater access to law enforcement agencies when abuse occurs. Whilst of benefit to
the individual, this highlights inequity in the criminal justice system, with ‘ordi-
nary’ women unable to benefit from such ease of access. However, despite poten-
tially having greater access to official reporting mechanisms, the attitude of police
when investigating cases of online abuse involving high-profile women still often
resulted in revictimisation, with the onus on the individual to evidence instances
of threatening, violent or sexualised abuse. This mirrors attitudes towards victims
of domestic violence and sexual harassment that were held in the 1970s and 1980s.

Where women did choose to report instances of online abuse, this often arose
out of a wider concern for the safety of their staff, co-workers or family members,
who were often perceived as the ‘collateral damage’ of online abuse, increasing
the emotional harm and stress on an individual, and blurring the line between
occupational and personal identity.

Finally, when women held more junior positions within a profession, or were
without staff to call upon for technical assistance, there was often a lack of
knowledge about how to report online abuse, and who to best make any report
to, whether police or social media platforms. This emphasises the need for greater
digital literacy, ensuring all women know how to report online abuse and to feel
confident in doing so.

The latter chapters of the book have brought together the recommendations
for addressing online abuse proposed by research participants. They have been
framed as policy proposals, which are designed to work at a structural, legislative,
organisational and individual level. It is suggested that government (as operation-
alised through Ofcom) and public facing occupations, in their role as employers,
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work with the multiplicity of social media companies to create an interdiscipli-
narity of approach, to dovetail with the interdisciplinary range of investigative
techniques and potential solutions to the problem of online abuse. Stepping out-
side academic and policy boundaries in this way increases the potential to harness
the plurality of policy solutions and technical approaches to resolve a problem
that occurs beyond traditional disciplinary parameters.

Just as technology develops in a never ending cycle, so it is with the associ-
ated research in this area. One such opportunity for future research identified
by this study is the further exploration of the nature of abuse directed at women
in different occupations within the public sphere to further unpack the differ-
ences in abuse received by academics, journalists, police officers and politicians.
In particular, there is a paucity of research considering the online experiences of
women police officers when compared to the other occupational groups discussed
here, and it would be a worthwhile exercise to attempt to address this gap in a
further study. Since this research commenced, a number of events have occurred
that have called into question the occupational culture of policing, principally in
relation to the Metropolitan Police Service. The abduction, rape and murder of
Sarah Everard by a serving police officer, and the subsequent police response to a
vigil held in her honour (Wistrich, 2022); along with the conviction of two serv-
ing police officers for illegally distributing images of the bodies of Bibaa Henry
and Nicole Smallman to a WhatsApp group (Jones & Wilson, 2021) are two cases
that have attracted significant public outrage. In February 2022, a report by the
Independent Office for Police Conduct (IOPC, 2022) into the dissemination of
misogynistic online abuse (including rape jokes) via WhatsApp by police officers
serving at Charing Cross Police Station was published (Dodd, 2022). The sub-
sequent charging of two men with multiple counts of sending ‘grossly offensive
messages on a public communications network contrary to Section 127 of the
Communications Act 2003’ (IOPC, 2022, p. 1) whilst the public concern about
gender-based violence was already high (Wistrich, 2022) ultimately led to the res-
ignation of the Commissioner of the Metropolitan Police, Dame Cressida Dick.
In 2023, the Casey Report into the conduct of the Metropolitan Police identified
the presence of a negative police culture operating in the force (Turner, 2024),
describing the Metropolitan Police as ‘institutionally racist, misogynistic and
homophobic’ (Casey, 2023, p. 7).

In addition to the scope for further work, there are also a number of potential
limitations associated with this research. Firstly, there is a disparity in the num-
bers of participants represented from each occupational group, with more politi-
cians recruited than other occupational categories. It is possible, therefore, that
the impacts of online abuse on this group have influenced the wider findings of
the study although the triangulation of semi-structured interviews with Twitter
data and a comprehensive literature review has been undertaken to negate the
presence of any unintended bias. The small sample size found in some of the
occupations investigated here is an inevitable consequence of choosing to focus
on ‘elite’ participants (Gray & Jones, 2016). Furthermore, the reliance on snow-
ball sampling, whilst an effective way of gaining access to research popula-
tions, will also negatively impact upon generalisability. Despite this obvious and
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acknowledged limitation, the relatively small total number of women in senior
roles in some of the occupations under consideration (e.g. policing) means that
the sample size, when viewed as a proportion of the total population, is not as
insignificant as may first appear.

This imbalance in participant recruitment is also a result of the limited avail-
ability of women across the public sphere, which ultimately dictated the schedul-
ing of interviews.

Similarly, the data gathered from Twitter via the API provide a novel and
informative qualitative analysis of increases in social media traffic. However,
these data provide a snapshot of one period of time, on one social media plat-
form and, therefore, cannot be relied upon to provide a definitive or comprehen-
sive account (Majo-Vazquez et al., 2021) of the online experiences of all women
employed in the public sphere.

Conclusion

This book analyses the presence of the misogynistic online abuse that routinely
occurs in the working routines of women employed across a range of public
facing occupations. This research has demonstrated that such abuse is not simply
a factor within gender-based violence, but it is gender-based violence. The
evidence recounted here has often proved challenging to chronicle, as its content
and consequence have frequently been distressing. However, Peggy, a politician
who continues to sit in the Westminster parliament, reminds us why it is imperative
that these experiences are recorded:

We don't fight this by hiding from it. I'm much more scared of a
world where online abuse stops people coming forward than I am
scared of a world where people come forward and might suffer it. I'm
willing to give my life to that. I'm much more frightened to sit down
than I am to stand up. (Peggy, Member of Parliament)
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Appendix: Pseudonymised List of

Participants

Table 3. Pseudonym and Occupation of Each Interview Participant.

Pseudonym Applied Occupational Sector
Eileen Academia
Sue Academia
Carol Academia
Jacqueline Academia
Mary Academia
Tiprat Academia
Christie Academia
Souad Academia
Ann Academia
Rose Academia
Ranyjit Academia
Helen Academia
Emma Academia
Nicole Academia
Linda Journalism
Sophie Journalism
Michelle Journalism
Judith Journalism
Anna Policing
Samantha Policing
Sarah Policing
Geetika Policing
Imogen Policing
Karen Policing
Stacey Policing
Smita Politics

(Continued)



184 Appendix

Table 3. (Continued)

Pseudonym Applied Occupational Sector
Patricia Politics
Phyllis Politics
Klaudia Politics
Simone Politics
Sherrie Politics
Constanta Politics
Loretta Politics
Sally Politics
Peggy Politics
Charmaine Politics
Kerry Politics
Julia Politics
Beth Politics
Maya Politics
Maria Politics
Agnes Politics
Wendy Politics
Caroline Politics
Svetlana Politics
Nicola Politics
Agita Politics
Lauren Politics
Jill Politics

Esther Politics
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